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Soft matter systems often exhibit physical phenomena that resolve different time- or length-scales, which can
only be captured in numerical simulations by a multiscale approach that combines particle-based methods
and grid-based methods. These algorithms have hardware-dependent performance characteristics and usually
leverage one of the following optimizations: CPU vectorization, shared memory parallelization and offloading
to the GPU.

The ESPResSo package[1] combines a molecular dynamics (MD) engine with a lattice-Boltzmann (LB) solver,
electrostatics solvers and Monte Carlo schemes to model reactive and charged matter from the nanoscale to
the mesoscale, such as gels, energy materials, and biological structures[2]. The LB method is widely used
to model solvents and diffusive species that interact with solid boundaries and particles. The popularity of
the method can be explained by its simplicity, re-usability in different contexts, and excellent scalability on
massively parallel systems. New LB schemes can be rapidly prototyped in Jupyter Notebooks using LbmPy[3]
and PyStencils[4], which rely on a symbolic formulation of the LB method to generate highly optimized and
hardware-specific C++ and CUDA kernels, that can be re-used in waLBerla[5].

Originally designed for high-throughput computing, ESPResSo has recently found new scientific applica-
tions that require resources only available at high-performance computing (HPC) facilities. Major structural
changes were necessary to make efficient use of these resources:[6] replacing the original LB code by waL-
Berla, a library tailored for HPC; rewriting the MD engine to support data layouts optimized for memory
access; and redesigning the particle management code to reduce communication overhead. These changes
make ESPResSo more performant, productive and portable, and easily extensible and re-usable in other do-
mains of soft matter physics. In collaboration with our partners of the Cluster of Excellence MultiXscale, the
software is now available on EasyBuild and will be part of the EESSI[7] pilot.
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