
ViperHigh Performance Computing at theUniversity of Hull



• The University of Hull’s first institutional High PerformanceComputing (HPC) cluster.
• At ‘go live’ in June 2016, Viper was the fastest HEI HPC facility inthe north of England, and the 6th ranked HEI in the country. Itremains a significant computing resource for researchers acrossthe university.
• Additional resource is being added in 2021.

Introducing Viper



• Used by researchers across the University of Hull

• More than 80 publications in 52 journals or conferenceproceedings across fields such as:
Physics and Astrophysics, Materials Science and Engineering, Health and BiomedicalSciences, Computing Science, Machine Learning and Big Data, Environmental Science,Biology and Bioinformatics, Chemistry and Marine Science(https://hpc.wordpress.hull.ac.uk/research-outputs/)

Introducing Viper

• Department of Computing andTechnology• Department of Engineering• Department of Chemical Engineering• Energy and Environment Institute• Department of Geography, Geologyand Environment• Department of Maths and Physics

• Department of Chemistry andBiochemistry• Department of Biological and MarineSciences• Department of Psychology• Department of Biomedical Sciences• Hull York Medical School• Hull University Business School• School of Arts



Research Centre @Hull:EA Milne Centre for AstrophysicsOngoing HPC in ChETEC-INFRA research areas:Stellar nucleosynthesis and galaxy evolution

@Brad Gibson: DirectorChETEC-INFRA WP6, WP4, ...



Example of HPC and nucleosynthesis in stars:SNIa and impact on GCE
 Production of the elements in SNIa:PhD project: J. Keegans. Thesis submitted this week– yields for models by Townsley et al. 2012,Shen et al. 2009 and Miles et al. 2018);
 Production of Si, Mn and Fe shown below;
 Impact of different progenitors and metallicities
 Comparison with SNIa models made by

other groups (HESMA).

Solar metallicity modelsModels at Z=0

Tycho’s Supernova – Chandra X-ray



Standard ComputeNodes(180 nodes)
Enhanced ComputeNodes(10 nodes coming soon)

High MemoryNodes(4 nodes)
Standard GPUNodes(4 nodes)

CPU Broadwell E5-2680 v4 Cascade Lake 6528R Gold Haswell E5-4620 v3 Broadwell E5-2680 v4
Cores 28 56 40 28
Speed 2.40GHz (3.30GHz Turbo) 2.70GHz (4.0GHz Turbo) 2.00GHz (2.60GHz Turbo) 2.40GHz (3.30GHz Turbo)
RAM 128GB (2400MHz) 384GB (2933MHz) 1TB (2400MHz) 128GB (2400MHz)
GPU - - - 4x Nvidia K40M

Viper Compute Resource



Interconnect Bandwidth LatencyGigabit Ethernet 1 Gbit/s (125 MB/s) 125msOmni-Path 100 Gbit/s (12.5 GB/s) 100ns(observed 11.82 GB/s)
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Viper High Performance Interconnect



> 2 x Visualisation nodes 2 x Nvidia GTX-980 Ti in each
> 500 TB of BeeGFS user storage
> Running CentOS 7 Linux
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