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Tool Development at Technische Universität München
 1988

 Realbug – debugger for real time applications with hardware monitor
 Developed by Thomas Bemmerl, start of the tools history
 Bond-out processors and adapter for processor socket

 1990s
 Tool environment with debugger, performance analyzer, program flow 

visualizer, load balancer
 For Intel iPSC parallel computer, later for Parsytec Transputer system (commercial)

 1995 and later
 Interface definition for interoperable tools (OMIS)
 OMIS compliant monitoring system (OCM)
 Now all in software
 Main actors: Roland Wismüller (Univ. Siegen), Thomas Ludwig
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Tool Development at Technische Universität München …

 Research Ludwig
 PhD thesis: load balancing via process migration based on on-line 

performance monitoring
 Habilitation thesis: OMIS etc.
 In addition since 1995

 Focus on storage: emulation libraries for Intel´s parallel I/O libraries
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Slides were still in portrait mode…
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The Tool-Set (1995)
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Tool Development at Universität Heidelberg

Develop a tool to understand I/O of MPI programs
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Tool Development at Universität Hamburg

 Tools
 Still focus on I/O
 New focus on energy consumption

 Focus on I/O issues
 Evaluation
 Compression
 Metadata performance
 …
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(Non-)Reproducibility with Computational Sciences

Many levels of abstractions
 Reproduce a scientific result (replicability)

 Find same insight (different team, different system)

 Reproduce a computer based experiment (reproducibility)
 Run code again and check result (different team, same system)
 Good scientific practice

 Bitwise reproduce a single experiment (repeatability)
 Run program with identical input data (same team, same system)

All levels are present at the same time!
ACM 2020 terminology
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Reproducibility Contest at SC’16 (and following SCs)
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(Follow-up activity to Stodden´s talk at SC‘15)
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What are the Problems Here?

 In Climate Science
 Highly non-linear mathematics
 Simulations over long time periods

 In Computer Science
 Associative property does not hold

 a+(b+c) != (a+b)+c with limited number representation and rounding

 Machines are non-deterministic
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Bitwise Reproducibility

What might harm bitwise reproducibility?
 Processors are exchanged
 Libraries are exchanged
 Compilers are exchanged
 Compiler options are changed
 Domain region is differently partitioned
 Number of compute nodes is changed
 Non-determinism in libraries with e.g. reduction operations
 Non-determinism in programs with e.g. load balancing
 …

This is a non exhaustive list
 The order of items is non-deterministic  
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Procedure for Climate Modelling

Example: ICON (icosahedral non-hydrostatic general 
circulation model)
 Requirement

Must deliver bitwise reproducible results for all possible 
domain compositions (strong requirement!)

 In fact: sequential and parallel must be identical
They really compare small data sets
(single core vs. multiple core)
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Benchmarking Problem During Procurement

 Requirements
 Vendor is allowed to use optimal compiler options
 Vendor is not allowed to change the scientific result of the 

climate model programs

 Consequences
 Bitwise reproduction cannot be guaranteed
 However, result must not be biased
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Example 1: A Biased Result
Procedure
 Vendors use -O2 and -O3 with vectorization

Results
 Exhibits differences between
 -O2 novec and -O3 vec
 -O3 AVX from run to run

AVX + FMA + dynamic memory management = non-deterministic

Thomas Ludwig, Beate Geyer; Reproduzierbarkeit.
Informatik Spektrum 42, 48–52 (2019)
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tsim=100d  O2: 10min30sec  -> O3: 8m41sec  => (+17,3%)
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O2 novec O3 vec
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tsim=100d O3 -x AVX – 4 runs with identical input

APART 2024, Obergurgl, Austria 172024-02-14



© Thomas Ludwig

Climate vs. Weather
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climate is the statistics of weather –
maybe the problem disappears?
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Example 2: Ensemble Models
 Climate models use ensembles

 Run the model n times
 Slightly change starting condition, e.g. initial states, start time
 Get n different results
 Make a statistical merging of the individual results

 Why do we do this
 Do some uncertainty quantification
 Get insight concerning robustness of the models
 Get better result than just having smaller grids

 Size of n? Several dozens, more are better, computers are limited
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Experiment
1. Run a model in ensemble mode (result set A)
2. Take a random ensemble member and run it on 

different parallel computers (result set B)
3. Compare the variability of relevant variables in the 

two result sets

Beate Geyer, Thomas Ludwig, Hans von Storch: Limits of reproducibility and 
hydrodynamic noise in atmospheric regional modelling,

Nature Communications Earth & Environment 2, 17 (2021)
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Experiment Setup

 Uses COSMO-CLM model
 Has bitwise reproducibility for fixed execution environment

 Set A was produced on CSCS platform with six different 
initial states (6 ensemble members)

 Set B was produced with ONE initial state on SIX 
platforms
 2 at DKRZ (IBM, Intel), CSCS, LRZ, DWD, ZAMG
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Result
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Findings

 Variability due to ensemble computing and variability 
due to platform change have a very similar shape

 “Do not fear a change of platform, if you run in 
ensemble mode” (without real prove)

 However, a change of platform is in general a problem
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Ironic Side Note

This paper and its results cannot be reproduced…
… because the machines do no longer exist. 

But: only refers to ACM´s repeatability and reproducibility
not to replicability (different team, different system)
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Example 3: Automotive Simulations

“Yeah, we know, we never get the same result –
we do not care, it is not important.”
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Some Observations
 Bitwise reproducibility (repeatability) difficult to implement
 Load balancing not possible
 Usage of optimized libraries prohibited
 High compiler optimization impossible

 And still not a reproducible scientific result
(because you will never have the same computer with the 
same libraries, compilers etc.)

 And presumably still not a reproducible (replicable) 
computer based experiment because of lack of description
(a third party will not be able to reproduce it, not even on an 
identical environment)
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Some Questions Related to Science in General

Let‘s assume you really can reproduce an HPC based 
program run in a bitwise manner
 Why would you as the program author want to do 

that?
Answer from Max Planck Institute for Meteorology
 Find errors in parallelization

 E.g. races in OpenMP-based implementations

 Understand influences of changes with
 Compilers, libraries, global sums, ...
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Some Questions Related to Science in General

Let‘s assume you really can reproduce an HPC based 
program run in a bitwise manner
 Why would you as the program author want to do 

that?
 Why would someone else want to do that?
 Who would want to pay for doing this, if it implies to 

copy e.g. the DKRZ infrastructure?
 Which progress in the history of mankind was based 

on being able to reproduce someone else’s scientific 
result in an identical way?
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A Personal Pre-Final Observation
 More questions than answers
 Different answers from different people

 Exascale will intensify the problems
 Data intensiveness will intensify the problem
 Machine learning will add to the problem
 The production of new scientific results increases 

exponentially

 Science needs to investigate the issue of how to evaluate 
the correctness and validity of its results

 Fortunately, we see for about 5 years more and more 
workshops on this issue
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