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THE EARLY YEARS 

1987 TO 1992 / FRIEDRICH ALEXANDER UNIVERSITÄT ERLANGEN-NÜRNBERG



CONTEXT

• Der SFB 182

• „Multiprozessor- und Netzwerkkonfigurationen“

• Four 3-year phases (1987 – 1998)

• Work Package C1

• „Messung, Modellierung und Bewertung von 

Multiprozessoren und Rechnernetzen“

• Parallel system development @ FAU IMMD

• EGPA (Erlangen General Purpose Array)

• DIRMU (DIstributed Reconfigurable Multiprocesser kit)

• MEMSY (Modular Expandable Multiprocessor System)
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Event Recorder Board
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ASSESSMENT

•What worked

•Hybrid instrumentation

•Sophisticated and highly advanced hardware monitor (ZM4)

•Fully flexible trace analysis framework (SIMPLE)

•Generated by different sources (SW tracing, HW monitoring, LANalyzer, log files, 

simulation outputs, ….)

•Of diverse applications (MP Unix, network stack, simulations, robot control software)

•What didn’t

•ZM4 too expensive for really large configurations

•SIMPLE unusable by non-expert (highly complex programming required)

• IFF issue: what’s wrong? Investigated target? Description?
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[~1990 !!!]



THE POSTDOC YEARS 

1993 TO 1995 / UNIVERSITY OF OREGON, EUGENE



CONTEXT

• ARPA funded project “pC++”

• Programming Environments, Compiler Technology and Runtime Systems

for Object-Oriented Parallel Processing

• Dennis Gannon, Indiana University

• Postdocs: Pete Beckman, Francois Bodin

• pC++ compiler and runtime system, Sage++ toolkit

• Languages, Libraries and Performance Evaluation Tools for Scalable Parallel Systems

• A. Malony, J. Cuny, University of Oregon

• Postdoc: Bernd Mohr

• TAU program analysis tools
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TAU LOGO EVALUATION

TAU Performance System ®

https://www.cs.uoregon.edu/research/paraducks/
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ExtraP

Felix 
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BEYOND PC++
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ASSESSMENT

•What worked

•Early fully featured parallel programming environment (pC++ and TAU)

•Easy to use (build, run, analyze)

•Global features (hyper tools)

•Although build for / integrated into pC++, TAU was easy to retarget

•Undecided

•Moat innovative or worst configuration system (before GNU configure or Cmake)

•What didn’t

•C++ parsing is just to complicated to be implemented within an University project

•Didn’t support traces very well
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THE LATER YEARS 

1996 TO NOW / JÜLICH SUPERCOMPUTING CENTRE



CONTEXT: 25 YEARS OF AUTOMATIC TRACE ANALYSIS

• 1999 – 2004

• EU ESPRIT + IST Working Group

• http://www.fz-juelich.de/apart/*

• Sequential analyzer EXPERT

• http://www.fz-juelich.de/zam/kojak/*
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• 2006 – now

• Helmholtz Virtual Institute

• http://www.vi-hps.org/

• Parallel analyzer SCOUT

• http://www.scalasca.org

*HINT: https://web.archive.org/ 



TRADITIONAL PERFORMANCE TOOLS
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TRADITIONAL PERFORMANCE TOOLS
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SOLUTION PART 1: AUTOMATIC TOOL

12-Dec-2023

Huge amount of
Measurement

data

Relevant
problems
and data

 For standard cases (90% ?!)

 For “normal” users

 Starting point for experts



SOLUTION PART 2: EXPERT TOOLS + EXPERT
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Huge amount of
Measurement

data

Little
Simple
analysis

Even more
Derived analysis

data

[2005]

Tool
Expert

 For non-standard / tricky cases (10%)

 More productivity for

performance analysis process!



EXAMPLE AUTOMATIC ANALYSIS:  LATE SENDER
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EXAMPLE MPI WAIT STATES
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PRESENTATION OF PERFORMANCE BEHAVIOR
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• Performance behavior

– 3 dimensional matrix

– Hierarchical dimensions

• Weighted tree

– Tree browser

– Each node has weight

* Percentage of CPU allocation time

* E.g. time spent in subtree of call tree

– Displayed weight depends on state of node

* Collapsed (including weight of descendants)

* Expanded (without weight of descendants)

– Displayed using

* Color 

• Allows to easily identify hot spots (bottlenecks)

* Numerical value

• Detailed comparison 

100 main

60 bar

10 main

30 foo

[2001]



PRESENTATION OF PERFORMANCE BEHAVIOR (2)
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[2001]

• Three views

– Performance property

– Call tree

– Locations

• Interconnected

– View refers to selection in 

left neighbor

• Two modes

– Absolute: percent of total 

CPU allocation time

– Relative: percent of 

selection in left neighbor

• Collapsing/expanding of 

nodes

– Analysis on all hierarchy 

levels
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Location

How is the
problem distributed  
across the machine?  

Performance Property

What problem?

Region Tree

Where in source code?   
In what context?

[2003]



EXAMPLE: SWEEP3D ON 8192 BG/L PES
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 New topology display

 Shows distribution
of pattern over HW
topology

 Scales to larger
systems

[2007]
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[2009]

 Application
topologies



SCALASCA EXAMPLE: CESM SEA ICE MODULE

Late Sender

Analysis +

Application

Topology

•Shows distribution

of imbalance

over topology

•MPI topologies

are automatically

captured
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SCALASCA TRACE ANALYSIS SWEEP3D@294,912 BGP

•10 min sweep3D runtime

•11 sec analysis

•4 min trace data write/read

(576 files)

•7.6 TB buffered trace data

•510 billion events
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B. J. N. Wylie, M. Geimer, B. Mohr, 

D. Böhme, Z.Szebenyi, F. Wolf: 

Large-scale performance analysis 

of Sweep3D with the Scalasca

toolset. Parallel Processing Letters, 

20(4):397-414, 2010.

[2010]



SCALASCA TRACE ANALYSIS BT-MZ@1,048,704 BGQ 
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[2013]



CUBE VIZ PLUGINS: PHASE HEATMAP

•Phase profiling

•Collects data for each 

instance of phases 

marked in program 

instead of aggregating it

•Shows data over “time” 

(phase instances) for 

each rank/thread
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[2015]



CUBE VIZ PLUGINS: PHASE BARPLOT

•Phase profiling

•Collects data for each 

instance of phases 

marked in program 

instead of aggregating it

•Shows data over “time” 

(phase instances) for 

each rank/thread
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[2015]



CATWALK: MODELING RESULT VISUALIZATION
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[2015]



SCALASCA: 1,835,008 THREADS TEST CASE 

•Nekbone

•CORAL benchmark

•JuQueen experiment

•28,672 x 64 =

1,835,008 threads 

•Load imbalance at

OpenMP critical

•section

[2016]



SCALASCA: USER ANALYSIS OF NEST ON K COMPUTER

• Jülich NEST

neural network

simulator code

• Measurement of

full system K computer run

• 82,944 nodes

• 663,552 threads

• Performance analyst

• Itaru Kitayama (RIKEN)

• Analysis of MPI and OpenMP

communication and

synchronization

at large scale
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… WHEN LARGE COMPANIES 

“COPY” YOUR STUFF

You KNOW YOU made it …
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Source:

https://software.intel.com/en-us/videos/quickly-discover-performance-issues-with-the-intel-trace-analyzer-and-collector-90-beta

[2014]
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Source:

https://software.intel.com/en-us/videos/quickly-discover-performance-issues-with-the-intel-trace-analyzer-and-collector-90-beta

[2014]
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ASSESSMENT

•Score-P / Scalasca installed on many HPC sites world-wide

•Used in daily work by performance analysts (e.g. POP CoE)

•User interface consistent for 23 years (but many enhancements)

•Support by vendors: Intel, AMD, (Siemens)

•Lots of work behind the scenes

•Scalasca1 (Epilog)   scalasca2 (Score-P)

•Constant bug fixing

•Constant scaling improvements

•Lately: MPI 3+4, OpenMP 3+4+5, OMPT, F2008 MPI interface, Pthreads, …

•GPU support: OpenMP target, OpenACC, CUDA HIP/ROCm, Kokkos, …
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FUTURE WORK

• Memory and vectorization performance analysis

• Hard to capture performance data

• Only possible if suitable hardware counters are provided

• VERY processor specific   hard for open-source portable tools

• Trend towards task-based / asynchronous programming models

• Very dynamic execution might be non reproducible   off-line tools fail

• Hard to get the “big picture”   good high-level metrics still missing here

• 3-pane Cube display shows its limitations here … ?!

• Trend towards more modern programming languages (Python, C++)

• How to automatically instrument template-based frameworks and programming styles?

• How to present the data on Python level (and not on the interpreter low-level)?

• Performance assessment of data analytics codes
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QUESTIONS ?


