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HZDRRSEWho am I?

● Simeon Ehrig

● CASUS Professional Support

● Computer Scientist

– Specialized in GPU development

● Working with FWKT on alpaka
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HZDRRSEWhat is my Framework?

● The alpaka library is a header-only C++17 abstraction library for accelerator development.
● Writes code one time, execute it on different processors.
● Uses vendor SDKs to compile C++ code to target platform (OpenMP, Intel TBB, Nvidia CUDA, AMD HIP ...)

CPU

GPU

FPGA
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HZDRRSEWhat is my Challenge?

● Support differnt software SDKs for the different target architectures

● Only a subset of test parameter

– 4 GCC versions

– 6 Clang versions

– 10 CUDA SDK version

– 4 CMake versions

– 7 Boost Versions

● 2800 combinations

● 6 Minutes per job

● 280h test time or 9,5h if we run 30 jobs in paralell
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HZDRRSESolution – Job Generator
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HZDRRSEFeatures of the job generator

● Use pair-wise combination to create spare test-job-matrix

● Job scheduling

– Distribute jobs in waves (GitLab CI stages) to not fully utilize the CI and gave other PR/projects a 
chance to be executed

– Run only a few jobs in the GPU runner -> most of the jobs compile tests on the CPU runner

● Select prebuild images from the registry

● Filter and reorder jobs via Git message

● Add special jobs (sanitizer jobs, integration jobs)



 7

HZDRRSEQuestions

● Does anyone have similar problems with their project?

● Does anyone know existing solutions?

● Is anyone interested in integrating the CI functions into their project? -> Share work :-)
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