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Efficient simulation of large-scale spiking neuronal networks is important for neuroscientific research, and
both the simulation speed and the time it takes to instantiate the network in computer memory are key fac-
tors. In recent years, hardware acceleration through highly parallel GPUs has become increasingly popular.
Similarly, code generation approaches have been utilized to optimize software performance, albeit at the cost
of repeated code regeneration and recompilation after modifications to the network model [1].
To address the need for greater flexibility in iterative model changes, we propose a new method for creating
network connections dynamically and directly in GPU memory. This method uses a set of commonly used
high-level connection rules [2], enabling interactive network construction.
We validate the simulation performance with both consumer and data center GPUs on a cortical microcircuit
of about 77,000 leaky-integrate-and-fire neuron models and 300 million synapses [3], and a two-population
recurrently connected network designed to allow benchmarking of a variety of connection rules.
We implement our proposed method in NEST GPU [4,5] and demonstrate the same or shorter network con-
struction and simulation times compared to other state-of-the-art simulation technologies. Moreover, our
approach meets the flexibility demands of explorative network modeling by enabling direct and dynamic
changes to the network in GPU memory.
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