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INTRODUCTION 
Simulating brain-scale models requires parallel computers to provide enough memory to represent network 
connectivity and efficient instantiation of complex network connectivity on massively parallel computers. While 
scalable data structures and algorithms for storing and accessing connections in parallel are available [1-3], 
efficient parallel instantiation of such networks has received less attention. Network connectivity can be defined 
either rule-based [4] or through explicit tabulation of connections, e.g., using the SONATA format [5]. Even for 
models of limited size and complexity, such as a model of the mouse cortex with more than 9 million point neurons 
connected by 25 billion synapses, SONATA specification files comprise nearly 500 GB of data in mostly binary 
format (HDF5). We present here an implementation of direct support for efficient instantiation of networks from 
SONATA specifications in the NEST simulator [6] as a result of the HBP NEST-SONATA infrastructure voucher. 
 

METHODS 
NEST uses a hybrid parallelization strategy combining MPI processes and OpenMP threads, representing 
connectivity primarily on the thread updating a connection target. Files representing large-scale networks need 
to be read in chunks due to memory constraints; we implement this using HDF5 hyperslabs of configurable size. 
Since HDF5 does not provide support for thread-parallel reading, only one thread per MPI process reads 
connectivity data, before all threads create connection in parallel. We explored two reading schemes:  

i. Read datasets sequentially as blocks of contiguous hyperslabs. All MPI ranks thus read all connection 
data, even though only 1/Mth of all connections will be stored on any one of M MPI processes. 

ii. Using SONATA files with connections sorted by targets and additional index tables, read on each MPI rank 
only hyperslabs containing data relevant for that rank. In this case, hyperslabs are not contiguous and are 
read in an irregular pattern.  

We tested and benchmarked NEST-SONATA on three network models provided by the Allen Institute: a toy model 
with 300 point neurons, a mouse V1 model [7] and a yet unpublished mouse cortex model based on the Allen 
Mouse Brain Connectivity Atlas [8] and the Blue Brain Project’s instantiation of cortical connections [9].  

 



RESULTS AND DISCUSSION 
Our implementation of SONATA support for NEST is currently under public review1.  The implementation has 
been verified against BMTK [10] with the 300 point neuron and V1 models. NEST-SONATA instantiates the V1 
model in about 20 seconds compared to BMTK’s 80 seconds in simulations with 8 OpenMP threads on a laptop.  

On an HPC system with 32 compute nodes (MPI ranks) each providing 128 CPU cores (threads; AMD EPYC Rome; 
JUSUF, Jülich Supercomputing Centre), using the sequential reading scheme, the mouse cortex model was 
instantiated in approximately 20 minutes. Performance appears to be constrained by data transfer from the 
supercomputer’s file system. The rank-specific reading scheme performed so much worse that we could not 
complete any benchmarks with an acceptable use of compute time and energy. This applied for reading one 
hyperslab at a time as well as reading unions of hyperslabs. This result is surprising, since the rank-specific 
scheme should on each MPI rank read only 1/32 of the data volume read by the sequential scheme. We suspect 
that out-of-order reading from hyperslabs encounters performance problems in the HDF5 library. 

Further acceleration of network instantiation from explicitly tabulated connections may require replacing HDF5 
with data formats more suitable for efficient MPI- and thread parallel reading, e.g., based on SIONlib2, which is 
already used by NEST’s highly efficient parallel spike recording backend.  
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