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Super-resolution networks (SRNs) are employed for enhancing the resolution of Computer Tomography (CT)
images. In previous works of the JSC group, respiratory flow simulations were integrated into a data pro-
cessing pipeline to facilitate diagnosis and treatment planning in rhinology [1]. However, obtaining accurate
simulation results is often hindered by low CT image resolutions in clinical applications. SRNs have the po-
tential to increase the CT image resolution, from which computational meshes are generated and used for
simulations. The baseline SRN for the project has a U-net architecture with residual learning blocks and is
trained with fine CT images as ground truth and down-sampled coarse CT images as input. The performance
of the SRN is validated by comparing Computational Fluid Dynamics (CFD) simulations results based on its
predictions, fine, coarse, and interpolated CT data of three test patients. The pressure loss between the inflow
regions (nostrils) and the outlet (pharynx) of the simulations based on the SRN’s predictions deviate by only
1.6%, 0.9%, and -0.3% from the case with fine CT data, compared to deviations of -8.5%, -8.7%, and 10.8% for
coarse CT data, and -20.5%, -85.0%, and -0.5% for interpolated CT data.

The collaboration between Juelich Supercomputing Centre (JSC) and Argonne National Laboratory (ANL) fo-
cuses on SRN optimization and uncertainty quantification using DeepHyper [3] and AutoDEUQ [2], which
are frameworks developed at ANL. Finding the optimal architectures and hyperparameters is limited by com-
putational resources as the search space is often too large to explore exhaustively. DeepHyper tackles the
challenge by employing an asynchronous Bayesian optimization approach at HPC scale. The SRN of the
previously mentioned baseline case will be further optimized with DeepHyper, and the performance, scal-
ability, and accuracy of DeepHyper will be analyzed and juxtaposed to similar tools, such as Ray Tune [4].
Best-practice for using DeepHyper will be collected and shared among other users and it eventually will be
deployed as a standard module on JSC’s HPC systems. The findings of the current project will further help
to increase the number of CT recordings that are usable for flow simulations, and therefore help to improve
CFD-based diagnoses and treatments of pathologies in the human respiratory system.
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