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Determining the compositions of stars

using 3D non-LTE models



Outline

I. Abundances… what/why/which/how?


II. Some of the physics of spectral line formation


- 3D atmospheres


- Non-LTE absorber populations


III. Impact of models on the interpretation of abundances



I. Abundances



Abundances… what/why?
• Ratios of different nuclei in 

the atmospheres of stars


• Fossil record: reflects 
abundances in molecular gas 
cloud from which the star 
formed


• Trace cosmic origins of the 
elements (supernovae, 
kilonovae, stellar winds, …) 
through space and time

Elemental (nuclear) abundances:

A(Fe) = log10
NFe

NH
+ 12

[Fe/H] = A(Fe)Star − A(Fe)Sun



Abundances… which (stars)?

• This talk: main sequence and red giant branch stars


• Surface temperatures between ~4000K and 6500K



1. Atmosphere model

5. Observables

3. Radiative transfer 
   through medium

4. Spectrum

temperature 
gravity 
abundances 
etc…

See also the talks by

• Heidi Korhonen (Apr 2021)

• Andreas Koch-Hansen (Apr 2021)

• Bertrand Plez (Nov 2021)

• Andrew Gallagher (Nov 2021)

• Ása Skúladóttir (May 2022)

(Slide modified from Jon Grumer, Uppsala University)

Abundances… how?

2. Atomic and

    molecular physics

Atom producing spectral line

Perturbations from 
electrons


hydrogen



Abundances…

• …are inferred from observed spectral lines via models


• …are thus prone to systematic modelling inaccuracies



II. Spectral line formation



The models

2. Absorber populations

(LTE versus non-LTE)

1. Atmosphere

(1D versus 3D)

Fe II

Fe I



(SDO/HMI + SST (Leenaarts & de la Cruz Rodriguez); NASA Scientific Visualisation Studio)

Atmosphere: observations



Metal-poor red giant 

Atmosphere: simulations

Sun

(Remo Collet, Aarhus University)

• 3D radiation-hydrodynamics with the stagger code

(See A. Gallagher’s talk, Nov 2021)



Atmosphere: simulations

(Yixiao Zhou, Aarhus University)

SunK-dwarfRed giant



Atmosphere: simulations

(Yixiao Zhou, Aarhus University)

Sun

• Ab initio treatment of stellar 
convection


- Avoids mixing length, micro 
turbulence, macro turbulence 
fudge parameters needed by 1D 
models


• What are the effects on spectral line 
formation (and abundances)?
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Granulation effects

3D granulation effects: 

• Convective blue shift

• Line broadening

• Line asymmetry 

• (Net line strengthening/

weakening)

Granule: high flux, blueshift

(Dravins+ 1981)

Intergranular lane: low 
flux, redshift

Integrated result



HD 122563: a 3D abundance analysis of CNO 3381

Figure 8. Grey shaded areas: histograms of the temperature distribution versus standard optical depth at 5000 Å in the atmospheric layers of two 5042 × 252
3D surface convection simulations of HD 122563. Darker shades of grey indicate higher frequency of occurrence. Left: temperature distribution as a function
of standard optical depth for the reference 48-bin simulation at [Fe/H] = −2.5 and with [α/Fe] = +0.4. Right: temperature distribution for the four-bin
simulation based on an equation of state and ODF data computed for a scaled solar composition by Grevesse & Sauval (1998) with [Fe/H] = −3.0. Dashed
blue lines: mean 3D temperature stratifications averaged on surfaces of constant optical depth. Continuous red lines: corresponding stratifications from 1D
model atmospheres computed for the same stellar parameters and with the same input physics as the simulations.

and adiabatic cooling associated with divergent gas flows above
granules. At solar metallicity, the line opacity in the upper pho-
tosphere is sufficiently high to provide enough radiative heating
to keep the temperature stratification close to radiative-equilibrium
levels as in 1D models. The reduced line opacity in low-metallicity
stellar atmospheres, on the other hand, implies the balance between
radiative heating and mechanical cooling terms is reached at lower
temperatures compared with the ones enforced by radiative equi-
librium in 1D models. Another characteristic difference is that the
temperature in the layers of the 3D simulation immediately above
the optical surface are slightly hotter on average than predicted by
the corresponding 1D model atmosphere. Compared with the mean
3D stratification, a slightly steeper temperature gradient is required
in the 1D model near the sharp transition between the convective
zone and the radiative-equilibrium-dominated photosphere in order
to carry the flux outwards. Below the optical surface, the assump-
tion of a 1D homogeneous stratification fails to capture the bimodal
nature of the full 3D temperature–depth distribution, which is char-
acterized by two main branches representing the stratification in
warm upflows and cool downdrafts, respectively.

The fine details of the temperature stratification in the upper
atmosphere are controlled by the assumed background chemical
composition and by the choice of opacity package, opacity binning,
and number of opacity bins. The right-hand panel of Fig. 8 shows
the temperature distribution resulting from another surface convec-
tion simulation of HD 122563 that started from the same initial
snapshot as the 48-bin simulation, but assumes instead a four-bin
opacity binning realization based on ODFs by Kurucz (1992, 1993)
that were computed for a scaled solar mixture by Grevesse & Sauval
(1998) with [Fe/H] = −3.0. Also, the ratio of monochromatic to
Rosseland opacity at the height where τλ = 1 is used in this case as
a measure of opacity strength to populate the bins. As mentioned
in Section 2.4.2, this particular binning realization is analogous to
the one used for the surface convection simulation by Collet et al.
(2009), allowing a direct comparison of the results from current and
previous calculations. We find that the older ODF data combined

with the overall metal-poorer mixture effectively provide signifi-
cantly lower line opacity than the present OS data. This results in
more pronounced cooling in the upper atmosphere of the 3D sim-
ulation and a flatter grey-like radiative-equilibrium stratification in
the corresponding layers of the associated 1D model. The lower
opacities imply the optical surface is also shifted slightly inwards,
resulting in an increased effective temperature after relaxation com-
pared to the 48-bin [Fe/H] = −2.5 simulation ($Teff ≈ 150 K). The
temperature stratification would therefore need to be scaled down
at all depths in the four-bin [Fe/H] = −3.0 simulation in order to
match HD 122563’s effective temperature, meaning that the upper
atmospheric layers would end up being even cooler.

We have carried out a number of similar tests to study the re-
sponse of the simulation’s physical structure to different choices
of number of opacity bins. Fig. 9 (left-hand panel) shows the
temperature stratifications resulting from different opacity bin-
ning realizations based on the same opacity data as the 48-bin
[Fe/H] = −2.5 simulation. By carefully calibrating the binning, it
is possible to achieve the same average stratification as the 48-bin
simulation with only 12 bins. However, we also show that a generic
alternate binning realization with 12 bins can lead to temperature
differences of about 100 K in the uppermost atmospheric layers
(log τ5000 Å ! −2.5) with respect to our reference 48-bin simula-
tion. The four-bin realization provides a reasonably good agreement
with both the 48- and 12-bin cases, considering the inherently much
more simplified opacity binning representation. However, the four-
bin simulation also results in cooler layers immediately above the
optical surface (−2.5 ! log τ5000 Å ! 0.0), hence a slightly steeper
temperature gradient near continuum-forming regions, which, to
first order, in LTE, would cause synthetic spectral lines to appear
stronger.

Fig. 9 (right-hand panel) illustrates the results of a study of the
response of the mean temperature stratification to changes in the
assumed chemical mixture, line opacity data (OS or ODFs), and
binning criterion for opacity strength. In order to keep the analysis
simple, we only consider opacity binning configurations with four
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HD 122563: a 3D abundance analysis of CNO 3381

Figure 8. Grey shaded areas: histograms of the temperature distribution versus standard optical depth at 5000 Å in the atmospheric layers of two 5042 × 252
3D surface convection simulations of HD 122563. Darker shades of grey indicate higher frequency of occurrence. Left: temperature distribution as a function
of standard optical depth for the reference 48-bin simulation at [Fe/H] = −2.5 and with [α/Fe] = +0.4. Right: temperature distribution for the four-bin
simulation based on an equation of state and ODF data computed for a scaled solar composition by Grevesse & Sauval (1998) with [Fe/H] = −3.0. Dashed
blue lines: mean 3D temperature stratifications averaged on surfaces of constant optical depth. Continuous red lines: corresponding stratifications from 1D
model atmospheres computed for the same stellar parameters and with the same input physics as the simulations.

and adiabatic cooling associated with divergent gas flows above
granules. At solar metallicity, the line opacity in the upper pho-
tosphere is sufficiently high to provide enough radiative heating
to keep the temperature stratification close to radiative-equilibrium
levels as in 1D models. The reduced line opacity in low-metallicity
stellar atmospheres, on the other hand, implies the balance between
radiative heating and mechanical cooling terms is reached at lower
temperatures compared with the ones enforced by radiative equi-
librium in 1D models. Another characteristic difference is that the
temperature in the layers of the 3D simulation immediately above
the optical surface are slightly hotter on average than predicted by
the corresponding 1D model atmosphere. Compared with the mean
3D stratification, a slightly steeper temperature gradient is required
in the 1D model near the sharp transition between the convective
zone and the radiative-equilibrium-dominated photosphere in order
to carry the flux outwards. Below the optical surface, the assump-
tion of a 1D homogeneous stratification fails to capture the bimodal
nature of the full 3D temperature–depth distribution, which is char-
acterized by two main branches representing the stratification in
warm upflows and cool downdrafts, respectively.

The fine details of the temperature stratification in the upper
atmosphere are controlled by the assumed background chemical
composition and by the choice of opacity package, opacity binning,
and number of opacity bins. The right-hand panel of Fig. 8 shows
the temperature distribution resulting from another surface convec-
tion simulation of HD 122563 that started from the same initial
snapshot as the 48-bin simulation, but assumes instead a four-bin
opacity binning realization based on ODFs by Kurucz (1992, 1993)
that were computed for a scaled solar mixture by Grevesse & Sauval
(1998) with [Fe/H] = −3.0. Also, the ratio of monochromatic to
Rosseland opacity at the height where τλ = 1 is used in this case as
a measure of opacity strength to populate the bins. As mentioned
in Section 2.4.2, this particular binning realization is analogous to
the one used for the surface convection simulation by Collet et al.
(2009), allowing a direct comparison of the results from current and
previous calculations. We find that the older ODF data combined

with the overall metal-poorer mixture effectively provide signifi-
cantly lower line opacity than the present OS data. This results in
more pronounced cooling in the upper atmosphere of the 3D sim-
ulation and a flatter grey-like radiative-equilibrium stratification in
the corresponding layers of the associated 1D model. The lower
opacities imply the optical surface is also shifted slightly inwards,
resulting in an increased effective temperature after relaxation com-
pared to the 48-bin [Fe/H] = −2.5 simulation ($Teff ≈ 150 K). The
temperature stratification would therefore need to be scaled down
at all depths in the four-bin [Fe/H] = −3.0 simulation in order to
match HD 122563’s effective temperature, meaning that the upper
atmospheric layers would end up being even cooler.

We have carried out a number of similar tests to study the re-
sponse of the simulation’s physical structure to different choices
of number of opacity bins. Fig. 9 (left-hand panel) shows the
temperature stratifications resulting from different opacity bin-
ning realizations based on the same opacity data as the 48-bin
[Fe/H] = −2.5 simulation. By carefully calibrating the binning, it
is possible to achieve the same average stratification as the 48-bin
simulation with only 12 bins. However, we also show that a generic
alternate binning realization with 12 bins can lead to temperature
differences of about 100 K in the uppermost atmospheric layers
(log τ5000 Å ! −2.5) with respect to our reference 48-bin simula-
tion. The four-bin realization provides a reasonably good agreement
with both the 48- and 12-bin cases, considering the inherently much
more simplified opacity binning representation. However, the four-
bin simulation also results in cooler layers immediately above the
optical surface (−2.5 ! log τ5000 Å ! 0.0), hence a slightly steeper
temperature gradient near continuum-forming regions, which, to
first order, in LTE, would cause synthetic spectral lines to appear
stronger.

Fig. 9 (right-hand panel) illustrates the results of a study of the
response of the mean temperature stratification to changes in the
assumed chemical mixture, line opacity data (OS or ODFs), and
binning criterion for opacity strength. In order to keep the analysis
simple, we only consider opacity binning configurations with four
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HD 122563: a 3D abundance analysis of CNO 3381

Figure 8. Grey shaded areas: histograms of the temperature distribution versus standard optical depth at 5000 Å in the atmospheric layers of two 5042 × 252
3D surface convection simulations of HD 122563. Darker shades of grey indicate higher frequency of occurrence. Left: temperature distribution as a function
of standard optical depth for the reference 48-bin simulation at [Fe/H] = −2.5 and with [α/Fe] = +0.4. Right: temperature distribution for the four-bin
simulation based on an equation of state and ODF data computed for a scaled solar composition by Grevesse & Sauval (1998) with [Fe/H] = −3.0. Dashed
blue lines: mean 3D temperature stratifications averaged on surfaces of constant optical depth. Continuous red lines: corresponding stratifications from 1D
model atmospheres computed for the same stellar parameters and with the same input physics as the simulations.

and adiabatic cooling associated with divergent gas flows above
granules. At solar metallicity, the line opacity in the upper pho-
tosphere is sufficiently high to provide enough radiative heating
to keep the temperature stratification close to radiative-equilibrium
levels as in 1D models. The reduced line opacity in low-metallicity
stellar atmospheres, on the other hand, implies the balance between
radiative heating and mechanical cooling terms is reached at lower
temperatures compared with the ones enforced by radiative equi-
librium in 1D models. Another characteristic difference is that the
temperature in the layers of the 3D simulation immediately above
the optical surface are slightly hotter on average than predicted by
the corresponding 1D model atmosphere. Compared with the mean
3D stratification, a slightly steeper temperature gradient is required
in the 1D model near the sharp transition between the convective
zone and the radiative-equilibrium-dominated photosphere in order
to carry the flux outwards. Below the optical surface, the assump-
tion of a 1D homogeneous stratification fails to capture the bimodal
nature of the full 3D temperature–depth distribution, which is char-
acterized by two main branches representing the stratification in
warm upflows and cool downdrafts, respectively.

The fine details of the temperature stratification in the upper
atmosphere are controlled by the assumed background chemical
composition and by the choice of opacity package, opacity binning,
and number of opacity bins. The right-hand panel of Fig. 8 shows
the temperature distribution resulting from another surface convec-
tion simulation of HD 122563 that started from the same initial
snapshot as the 48-bin simulation, but assumes instead a four-bin
opacity binning realization based on ODFs by Kurucz (1992, 1993)
that were computed for a scaled solar mixture by Grevesse & Sauval
(1998) with [Fe/H] = −3.0. Also, the ratio of monochromatic to
Rosseland opacity at the height where τλ = 1 is used in this case as
a measure of opacity strength to populate the bins. As mentioned
in Section 2.4.2, this particular binning realization is analogous to
the one used for the surface convection simulation by Collet et al.
(2009), allowing a direct comparison of the results from current and
previous calculations. We find that the older ODF data combined

with the overall metal-poorer mixture effectively provide signifi-
cantly lower line opacity than the present OS data. This results in
more pronounced cooling in the upper atmosphere of the 3D sim-
ulation and a flatter grey-like radiative-equilibrium stratification in
the corresponding layers of the associated 1D model. The lower
opacities imply the optical surface is also shifted slightly inwards,
resulting in an increased effective temperature after relaxation com-
pared to the 48-bin [Fe/H] = −2.5 simulation ($Teff ≈ 150 K). The
temperature stratification would therefore need to be scaled down
at all depths in the four-bin [Fe/H] = −3.0 simulation in order to
match HD 122563’s effective temperature, meaning that the upper
atmospheric layers would end up being even cooler.

We have carried out a number of similar tests to study the re-
sponse of the simulation’s physical structure to different choices
of number of opacity bins. Fig. 9 (left-hand panel) shows the
temperature stratifications resulting from different opacity bin-
ning realizations based on the same opacity data as the 48-bin
[Fe/H] = −2.5 simulation. By carefully calibrating the binning, it
is possible to achieve the same average stratification as the 48-bin
simulation with only 12 bins. However, we also show that a generic
alternate binning realization with 12 bins can lead to temperature
differences of about 100 K in the uppermost atmospheric layers
(log τ5000 Å ! −2.5) with respect to our reference 48-bin simula-
tion. The four-bin realization provides a reasonably good agreement
with both the 48- and 12-bin cases, considering the inherently much
more simplified opacity binning representation. However, the four-
bin simulation also results in cooler layers immediately above the
optical surface (−2.5 ! log τ5000 Å ! 0.0), hence a slightly steeper
temperature gradient near continuum-forming regions, which, to
first order, in LTE, would cause synthetic spectral lines to appear
stronger.

Fig. 9 (right-hand panel) illustrates the results of a study of the
response of the mean temperature stratification to changes in the
assumed chemical mixture, line opacity data (OS or ODFs), and
binning criterion for opacity strength. In order to keep the analysis
simple, we only consider opacity binning configurations with four
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Energy transport effects

(Collet+ 2018)

• 1D models: radiative equilibrium


• 3D models: radiative-convective 
equilibrium (balance adiabatic 
cooling and radiative heating)

Metal-poor 3D models tend to be cooler 
(have steeper temperature stratifications) 

than their 1D counterparts

1D model is too hot



Energy transport effects

Molecules: 3D vs 1D
Example: 3D and 1D, Same Nitrogen Abundance

(Adapted from Collet+ 2018)

• Molecular NH lines in a metal-poor red giant


• Cooler 3D atmosphere → more molecules; stronger lines



Molecules: 3D vs 1D
3D model: Lower Nitrogen Abundance

65% lower A(N) in 3D

Energy transport effects

(Adapted from Collet+ 2018)

• Molecular NH lines in a metal-poor red giant


• Cooler 3D atmosphere → more molecules; stronger lines



The models

2. Absorber populations

(LTE versus non-LTE)

1. Atmosphere

(1D versus 3D)

Fe II

Fe I



Absorber populations
• Given A(Fe), at every point in 

the model atmosphere, one 
needs to know how many Fe 
nuclei exist as e.g.


- Fe I atoms in the  
ground state?


- Fe II ions in the  
excited state?


- Fe III ions? FeH molecules?  
Other species? etcetera.

a 5D4

d 2F2.5

Fe II

Fe I

(Lind+ 2017)

“LTE” allows you to trivially calculate the 
excitation/ionisation/molecular equilibria 

throughout the atmosphere… but it is 
often wrong



Absorber populations
• Classical approach: adopt Saha-Boltzmann statistics


 


• “The matter is in local thermodynamic equilibrium (LTE)”


• Note: the radiation field in the atmosphere is obviously 
far from LTE (it does not follow Planck’s law)


• Thus: here LTE implicitly assumes that matter-matter 
interactions (collisions) are more efficient than matter-
photon interactions

ni;LTE ∝ gie− Ei
kT



Gas temperature UV radiation temp. / gas temp.

Non-local photons

(Thomas Nordlander, Australian National University)



Non-local photons
• Instead of adopting Saha-Boltzman, solve the equations 

of statistical equilibrium





• Interplay between all radiative/collision rates R and C


• Rates R take into account non-local photons


• What are the effects on spectral line formation (and 
abundances)?

ni Σj[Rij + Cij] = Σjnj[Rji + Cji]

(See A. Gallagher’s talk, Nov 2021)



Li I 670.8nm line

(Lind+ 2013)

A&A 554, A96 (2013)
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Fig. 3. Example synthetic profiles in LTE (dashed) and NLTE (solid)
of the Li resonance line, computed with the same abundance (A(7Li) =
2.0, 6Li/7Li = 0.0, vrot sin i = 0.0) for the model of HD 140283. Also
shown is an LTE line profile interpolated to meet the same equivalent
width as the NLTE line (dotted). More absorption appears in the red
wing relative to the blue in NLTE due to strongly di↵erential e↵ects in
granules and inter-granular lanes.
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Fig. 4. Histograms of the ratio between the spatially resolved equivalent
widths at disk center intensity found in NLTE and LTE for a snapshot
of G64-12.

in Figs. 5 and 6. The best-fit values and corresponding errors
of the fitting parameters were found by parabolic fits to the
�2 data along the lines of maximum degeneracy. As seen in
the figures, the full parameter space defined by the 1�-contours
(�2 = �2

min + 1) is adequately covered by the error bars. When
vrot sin i was determined from calibration lines, the associated
uncertainty was propagated and added to �obs.

Finally, we have estimated the errors inherent in the syn-
thetic profiles due to uncertainties in stellar parameters and to
the limited sampling of the NLTE/LTE profile ratio. We refer
to this error as �model. We assumed that only the error in ef-
fective temperature plays a significant role for the line forma-
tion of neutral species, and hence in the determination of the
isotopic ratio, and adopted 100 K as a reasonable error bar (see
Table 2). As was pointed out by e.g. Asplund et al. (2006), errors
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Fig. 5. �2-surfaces (1�, 2�, and 3�) obtained for G64-12 by varying
two line parameters at the time, as indicated on the respective axes; red
dashed lines: Nfree = 5 and black solid lines: Nfree = 4. The other free
parameters have been optimised at each grid point. The best-fit value
and associated error bars are indicated for Nfree = 5 in the top panel and
Nfree = 4 in the two lower panels (bullets).

of this magnitude do not contribute significantly to the error in
the 6Li/7Li-ratio in a 1D analysis, but in 3D we must account for
a non-negligible e↵ect on the shape of the line profile. We have
estimated this contribution by repeating the 3D, LTE analysis for
a 140 K hotter model of HD 84937, and adopt 0.009 and 0.004
as reasonable estimates of �model when Nfree = 5 and Nfree = 4,
respectively. The 3D, NLTE analysis was not repeated, however,
since the convective motions of the higher temperature model are
slightly too high, leading to negative vrot sin i. This indicates that
the star is indeed a very slow rotator, as expected for an old halo
star, and that our 3D model is realistic in terms of predicting the
intrinsic line broadening from convective motions. Instead, we
adopted the same errors as for 3D, LTE and added to that an es-
timate of the influence of the limited number of snapshots used
to sample the NLTE/LTE profile ratio. For all stars, and both
methods, this error on 6Li/7Li is equal to 0.002.

The isotopic ratios and associated errors due to random and
systematic uncertainties should thus be read from Table 4 as
6Li/7Li ± �obs ± �model.

3.4. Calibration lines

Following the same reasoning as detailed in previous studies
(Smith et al. 1998; Asplund et al. 2006), simultaneous modelling
of lines of other neutral species is important in order to con-
strain any intrinsic line broadening and thereby reduce the error
bar on the isotopic ratio. The broadening due to non-thermal gas

A96, page 6 of 15

Non-LTE

LTE

• Important for testing e.g. Big 
Bang models; mixing in stars


• Metal-poor F-dwarfs: LTE line 
too strong 


• Sun: LTE line too weak


• Competition between 
different non-LTE effects

Metal-poor F-dwarf

50% lower A(Li) in non-LTE



Li I 670.8nm lineA&A 586, A156 (2016)

unknown. Therefore, it is not clear whether such strategies may
be generalized to substitute for the full 3D NLTE computations.

Lithium is an important cosmological tracer element, and
one way of measuring its primordial (cosmological) abundance
is from stellar spectra, mostly of main sequence (MS), main se-
quence turn-off (TO), and subgiant branch (SGB) stars; however,
red giant branch (RGB) stars, may be useful too (see, for exam-
ple, Mucciarelli et al. 2012). Lithium is known to be prone to
both 3D hydrodynamical and NLTE effects, and it is thought
that these effects typically tend to work in opposite directions
in stellar atmospheres, at least in those of MS to SGB stars,
which leads to generally small 3D NLTE abundance corrections
(Asplund et al. 2003; Steffen et al. 2010). Nevertheless, it is still
not entirely clear whether less sophisticated tools/approaches
could be used in the case of lithium to circumvent the full
3D NLTE calculations, which are still computationally expen-
sive and less accessible to wider astronomical community.

In this paper, we therefore investigate whether the 3D+NLTE
and/or 〈3D〉NLTE approaches could be used to substitute the
full 3D NLTE methodology to obtain 3D NLTE abundances of
lithium in the atmospheres of MS, TO, SGB, and RGB stars.

The tests are performed using state-of-the-art 3D hydrody-
namical CO5BOLD and 1D hydrostatic LHD model atmospheres,
computed at two different metallicities, [M/H] = 0.0 and −2.0.
The CO5BOLD and LHD model atmospheres share identical atmo-
spheric parameters, chemical composition, equation of state, and
opacities, to make a strictly differential analysis of the role of
3D/1D and NLTE/LTE effects in the spectral line formation.

The paper is structured as follows: in Sect. 2 we describe
the model atmospheres utilized in our study and outline the
methodology of 3D/1D NLTE/LTE spectral synthesis computa-
tions. The results obtained using various spectral line synthe-
sis approaches are presented and discussed in Sect. 3, while in
Sect. 4 we provide a short summary of the most important results
obtained in this work.

2. Methodology

2.1. Model atom of lithium

In this study, we use a model atom of Li  which was origi-
nally developed and tested by Cayrel et al. (2007) and Sbordone
et al. (2010). For the purposes of the current work, the model
atom was updated and now consists of 26 levels and 123 (96
of which are radiative) bound-bound transitions of Li  and the
ground level of Li , with each level of Li  coupled to the con-
tinuum via bound-free transitions. (The ground state of Li  in
the current model atom is always in LTE, since lithium is mostly
fully ionized throughout the model atmospheres studied in this
work.) This renders the model atom complete up to the principal
quantum number n = 6 and spectroscopic term 2Fo, with addi-
tional energy levels up to n = 9 and term 2D (Fig. 1). Data con-
cerning atomic energy levels and transitions (level energies and
statistical weights; wavelengths and Einstein coefficients of the
bound-bound transitions) were taken from the NIST database.
We used electron collisional excitation and ionization rates from
the quantum mechanical computations of Osorio et al. (2011)
for the energy levels of up to 5s (2S). Elsewhere, collisional ex-
citation by electrons for radiatively permitted transitions was ac-
counted for by using the classical formula of van Regemorter
(1962), while the formula of Seaton (1962) was used to com-
pute collisional electron ionization rates. To account for the col-
lisional excitation by hydrogen, we used collisional excitation
rates computed by Barklem et al. (2003), while the classical

Fig. 1. Model atom of lithium used in the 3D NLTE spectral line syn-
thesis computations. The thick red line indicates the transition that cor-
responds to the lithium 670.8 nm resonance doublet. Other radiative
bound-bound transitions are shown as grey lines.

formula of Drawin (in the formulation of Lambert 1993) was
used for radiatively permitted transitions when no quantum me-
chanical data were available. Hydrogen H–Li charge transfer
rates were taken from Barklem et al. (2003) for the atomic lev-
els up to 4p inclusive. Bound-free transitions resulting from col-
lisions with hydrogen were expected to be inefficient and thus
were ignored. Photoionization cross sections were taken from
TOPBASE (Cunto et al. 1993). No scaling of collisional rates
was applied in the calculations of bound-free and bound-bound
transitions. Information about the energy levels and bound-
bound radiative transitions, included in the present version of
the Li  model atom, are provided in Tables A.1 and A.2, respec-
tively. Twenty-seven transitions in the model atom are purely
collisional. Collisional radiatively-forbidden transitions involv-
ing Li  levels beyond 5s were not accounted for since reliable
quantum-mechanical data for these transitions are not available.
We note that the role of the omitted transitions between the
higher levels is minor: when they are taken into account using
the formula of Allen (1973), collision strengthΩ = 1, the change
in the estimated abundance (which directly applies to abundance
corrections, too) is always less than 0.05 dex, with typical values
being significantly smaller.

2.2. 3D and 1D model atmospheres, spectral line synthesis,
and abundance corrections

The 3D hydrodynamical models used in this work were taken
from the CIFIST CO5BOLD model atmosphere grid (Ludwig
et al. 2009). All simulation runs cover ∼13−480 convective
turnover times, as measured by the Brunt-Vaisälä timescale
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Competition between different 
non-LTE effects

Non-LTE effects have a complicated 
dependence on the particular 

spectral line, chemical species, and 
type of star

(Klevas+ 2016) (See also Wang+ 2021)

2. Photons scatter out of the line 
and are lost → gets stronger 
(Sun)

1. UV photons from the warmer deeper 
atmosphere pump/overionise lower 
level(s) → gets weaker (metal-poor F 
dwarf)



3D non-LTE line 
formation is qualitatively 

different to 1D LTE

Contribution function 

(O1 777nm)

3D non-LTE

3D LTE

3D non-LTE… why?

(Amarsi 2015)



III. Impact on abundances
Illustrative example: carbon and oxygen



• C & O: hydrostatic burning in 
massive stars, released via 
core-collapse supernova

C and O: origins

(Type-II supernova 1987A; ALMA/NASA)

• C: stellar winds… “secondary” 
production from massive, 
rapidly-rotating stars? And/or 
delayed production from AGB 
stars?

(AGB star model; Bernd Freytag, Uppsala University)
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(Amarsi, Nissen, Skúladóttir 2019)

C and O: evolution

3D non-LTE

(See also Gustafsson+ 1999, Akerman+ 2004)
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(Amarsi, Nissen, Skúladóttir 2019)

3D non-LTEPlateau at low [O/H]

(“Primary” production of C and 

O from massive stars)

Trend at high [O/H]

(Extra C from stellar winds)

C and O: evolution

(See also Gustafsson+ 1999, Akerman+ 2004)
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1D LTE turns over at low [O/H]

(Would be a signature of extremely 
massive zero-metallicity first stars)

C and O: evolution
Higher accuracies may reveal (or remove) 

interesting trends in abundance ratios

(See also Gustafsson+ 1999, Akerman+ 2004)
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C and O: evolution

(See also Gustafsson+ 1999, Akerman+ 2004)
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UV pumping in CI

Photon losses 
in CI and OI
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C and O: evolution

(See also Gustafsson+ 1999, Akerman+ 2004)



ï3.0 ï2.5 ï2.0 ï1.5 ï1.0 ï0.5 0.0 0.5
ï1.0

ï0.8

ï0.6

ï0.4

ï0.2

0.0

0.2

ï3.0 ï2.5 ï2.0 ï1.5 ï1.0 ï0.5 0.0 0.5
[O/H]

ï1.0

ï0.8

ï0.6

ï0.4

ï0.2

0.0

0.2
[C

/O
]

3D NLTE3D non-LTE

Enhanced in 3D

Photon losses 
in CI and OI
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UV pumping in CI

C and O: evolution

(See also Gustafsson+ 1999, Akerman+ 2004)
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some of these stars 
have planets…

(Amarsi, Nissen, Skúladóttir 2019)

3D non-LTE

C and O: evolution

(See also Gustafsson+ 1999, Akerman+ 2004)
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C and O: planet signature
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With planets

No planets

C and O: planet signature



ï0.4 ï0.3 ï0.2 ï0.1 ï0.0 0.1 0.2 0.3 0.4

0.2

0.4

0.6

0.8

ï0.4 ï0.3 ï0.2 ï0.1 ï0.0 0.1 0.2 0.3 0.4
[O/H]

0.2

0.4

0.6

0.8

C
/O

3D NLTE

Without planets
With planets

Thinïdisk stars

(Amarsi, Nissen, Skúladóttir 2019)

larger C/O in stars with planets

(Why?)

C and O: planet signature

Higher accuracies may reveal (or remove) 
interesting trends in abundance ratios


