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The cortical microcircuit is a building block of the mammalian brain. In a model of the network below 
a 1 mm2 patch of cortical surface [1] the spatial structure is replaced by cell-type specific random 
connectivity. Each layer is represented by an excitatory and an inhibitory population of integrate-and-
fire model neurons.  The network model is a benchmark for neuromorphic systems [2, 3, 4]. 

This contribution shows performance data for the microcircuit model on two AMD EPYC Rome 128 
core compute nodes coupled by a direct Infiniband interconnect and running NEST 2.14 [5] (with fix 
726f9b04bbd47c). On a single node we observe sub realtime performance, on two the simulation is 
1.7 times faster than realtime. Our study of the aged 4g kernel serves as a reference for present 
optimizations, exposes bottlenecks, and guides the design of future computing systems. 

For the single node the energy per synaptic event is 0.26 μJ, and for the fastest configuration using 
two nodes 0.39 μJ. These values are in the same order of magnitude as the lowest reported so far. The 
findings confirm a non-trivial relationship [2] between the resources in use and the energy required.  

At the poster we demonstrate how power measurements with a contemporary PDU can be aligned 
with benchmark timers to obtain a reliable time course of power consumption. 
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