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It has long been rumored that Deep Learning in its current form is growing infeasible, and increasingly new
methods are being explored. One prominent idea is to look at the brain for inspiration because there low
energy consumption and fast reaction times are of critical importance. A central aspect in neural processing
and also neuromorphic systems is the usage of spikes as a means of communication. However, the discrete
and therefore discontinuous nature of spikes long made it difficult to apply optimization algorithms based on
differentiable loss functions, which could only be bypassed by reverting to approximative methods.

Our solution for this problem is to operate on spike timings as these are inherently differentiable. We sketch
the derivation of an exact learning rule for spike times in networks of leaky integrate-and-fire neurons, im-
plementing error backpropagation in hierarchical spiking networks. Furthermore, we present our implemen-
tation on the BrainScaleS-2 neuromorphic system and demonstrate its capability of harnessing the system’s
speed and energy characteristics. We explicitly address issues that are also relevant for both biological plau-
sibility and applicability to neuromorphic substrates, incorporating dynamics with finite time constants and
optimizing the backward pass with respect to substrate variability.

Our approach shows the potential benefits of using spikes to enable fast and energy efficient inference on
spiking neuromorphic hardware: on the BrainScaleS-2 chip, we classify the whole MNIST test data set with
an energy per classification of 8.4uJ.
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