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DESYs research areas
The cornerstones of DESY's mission
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'Batch' ? 

> 'Batch' = engl. fuer 'der Stapel'

> At ‘mainframe’ times meant more than one 
punch card in a row

>Charcteristics of a batchjob today: 
 No inter action with running job

 Runtime typically between 1h and a week 

 User/owner of the job has no access to the 
actual hardware the job is running on (ssh-
to-job is possible at NAF)



What can be processed as a ‘batchjob’ (esp. as a HTC job) ?

> Anything that does not rely on interaction during runtime 

Typical batch-workflows:
> Annual accounts

> Formatconversions

>Data analysis

> Simulations



 HPC vs HTC

>HighPerformanceComputing (@DESY → Maxwell)



 HPC vs HTC



What the batch system actual does – in case of  HTCondor

>HTCondor manages Jobs

>HTCondor manages  Workernodes

>HTCondor manages Datasources & Datatransfers

>HTCondor scales and runs encrypted and secure 

>HTCondor simulates workflows

>HTCondor provides a monitoring interface

>HTCondor administers user access, quotas and priorities 



HTCondor - Classadds

[
Type = “Apartment”;
SquareArea = 3500;
RentOffer = 1000;
HeatIncluded = False;
OnBusLine = True;
Requirements =
  TARGET.RentOffer > 
  (MY.RentOffer – 150);
]

[
Type = “Renter”;
RentOffer = 900;
Rank = 1/other.RentOffer;
Requirements =
  OnBusLine && 
  SquareArea > 1500;
]

negotiator



HTCondor – Classadds type ‘machine’ vs. ’jobs’

MyType = "Machine”
Name = "batch0930.desy.de"
START = TRUE
VirtualMemory = 342696
Disk = 28728536
Memory = 160
Cpus = 8
Arch = "INTEL"
OpSys = "RHEL_6“

MyType = "Job"
Owner = "chbeyer"
Cmd = "/usr/users/chbeyer/mem_stress.sh"
Output = “mem_stress.out”
Args = “100”
ImageSize = 2544
DiskUsage = 2544
Rank = Memory/Mips
Requirements = (Arch == "INTEL") && (OpSys == "RHEL_6") 

&& (Disk >= DiskUsage) && 
(VirtualMemory >= ImageSize)



On the Workernode

> Partitionable, dynamic Slots

>Meaning: The workernode provides one partitionable slot with all available ressources

> After the 'negotiation cycle' a 'Child slot' with the needed ressources gets carved off the parent 
slot 

> The remaining parent slot will be negotiated again in the next cycle

> The usual mix of multi- and singlecore jobs is always demanding and  some more flexible 
concepts are in place to cope with that



Principal setupof a Batch-Farm

Batch Management Server

Gruppe A

Gruppe B

Grid Computing Element (CE)

Work-Group-Server (WGS) Worker Nodes (WN)

ssh login

ssh login

grid submit

Batch 
Job 
submission
(qsub,...) Job

Verteilung
auf die Knoten
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The global CMS pool – HTCondor in large scale 

DE T2s & National Analysis Facility

1.000.000 cores 800.000 running jobs 
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condor_dagman

• DAGMan (Directed Acyclic Graph Manager) is a workflow management system based on graphs

• Complex dependencies of tasks can be realized in DAGs 

• Define dependencies and let DAGMan manage them for you

• Linear and parallel computation models 

• Resubmitting of incomplete jobs with one command

•

• For simple example See: bird.desy.de  & 

      https://swc-osg-workshop.github.io/OSG-UserTraining-AHM18/novice/DHTC/04-dagman.html 

DE T2s & National Analysis Facility

directed acyclic graph - a cool feature
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GRID & NAF
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Two HTC AFs 

NAF-
Farm

Grid-
Farm

Specialized
NAF storage
(DUST, …)

Central, common
dCache data store

Grid-CE

NAF-WGS
ssh
FastX 
Jupyter

Remote 
analysis user

Remote Grid
production user

   grid-
submit

Grid: Serves worldwide HEP 
community through Grid protocols

NAF: Serves national HEP 
community  through interactive 
protocols: Fast turn-around

Access protocol is just one/few boxes
large compute behind, as well as 
storage infrastructure and access 
is (mostly) identical
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Usage in comparison – GRID  
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Something scary happened 
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Usage in comparison – NAF  
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dCache
           Photon science (+XFEL)

           HEP

Everything is pretty much data driven

• HPC + Grid + NAF

• ~180 PB data on disk

• dCache + GPFS + BeeGFS

• ~60.000 CPU cores, ~380 GPUs

• HTCondor, SLURM

• ~2.700 server (compute, 
storage, management)

• ~ >0.8 Megawatt (out of 1.3 MW)
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