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A chatbot window on

&  © OpenWwebut
) 08 z.rossendorfde

Gemma: General Purpose Assistent v +
Setas

@ Gemma: General Purpose Assistent

You are an expert science communicator. You like to help people understand difficult topics. Explain

concisely what a large language model is||

+ @ rch e Interpreter
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chat.fz-rossendorf.de

A chatbot window: What happens?

B | @ openwebut
« C O 8 = chafrrossendoride

@ Gemma: General Purpose Assistent

Setas defauit

@ Gemma: General Purpose Assistent

This is a string

YYou are an expert science communicator. You like to help people understand

difficult mplcs; Explain concisely what a large language :1'()(1e'\1|s‘\ ( a Seq uence Of c h aracte rS)
which | just typed in.
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A chatbot window: You send something!

x +
c O 8 = dhutferossendortde

Gemma: General Purpose Assistent v +

@ Gemma: General Purpose Assistent

Explain

concisely whata large language model is|

+  ©WebSeach ) Coselnepreter
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Sending input: What happens?

&  © OpenWebul
= C O 8 & chatf
@ Gemma: General Purpose Assistent v +
Setas defauit
74

Q

a

When | click:

the string will be filtered, checked

difficult topics. Explain concisely what a large language model is! and Smeitted toa SOftWare on an-
arn other computer.

@ Gemma: General Purpose Assistent

‘You are an expert science communicator. You like to help people understand

This software forwards your string
to a large language model (LLM).
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“ The large language model at work!
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A chatbot window: Your results!

© LiMsExplained Simply g -0 X +
c O a frrossendorf.de:

Gemma: General Purpose Assistent v +

You are an expert science communicator. You like to help people understand difficult topics. Explain concisely

what a large language model is!

Gemma: General Purpose Assistent Tocsy st 10:03 AV
Okay, here's a concise explanation of Large Language Models (LLMs), aiming for clarity:

Imagine a super-smart auto-complete. That's kind of what an LLM s.
Here's the breakdown:
Large: These models are trained on massive amounts of text data - basically, a huge chunk of the Internet & books.
Language: They focus on understanding and generating human language.

Mode: Its a complex computer program that learns patterns in that text.

What do they do? LLMs predict the most Iikely next word in a sequence. Repeatedy doing this allows them to generate
text, translate languages, answer questions, and even write different kinds of creative content.

They don't “think" or “understand” like humans. They're incredibly powerful pattern-matchers. Think of it as sophisticated
statistical prediction, not actual nteligence

In short: LLMs are p that e

Does that make sense? | can elaborate on any part f you'd like!

R

ive amount of text data'is used in training?

LMs, given they don't actual stang?

st oo

£ Code Iterpreter
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Receiving input: What happens?

mmunicator. You lie to help people understand difficul

e @ super-smart auto-complete. T

o ‘ The LLM returns a reply. The web-

. site software interprets it and shows
it in your browser. The text appears
formatted.
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.Chatting with a LLM: A view in boxes

Your Computer Data Center

i Your ! ‘ i .

' | Question Browser | ; string stringx*

| . > T 1 7] 7]

.| string (9] ! ‘

| 3 1 |

| | l Chat Large
| | | Website Language
| | ! Software Model
3 | | <> &

i Your Browser i Strin:lg" string’

| ® S
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3 A Large Language Model
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“ Some recent history: BERT

® name:
Bidirectional
Encoder
‘s s " Sy Representations from
CIE).- Gl=)E)- G Transformers

BERT

BERT

T T
Masked Sentence A Masked Sentence B Question >~ Paragraph
Unlabeled Sentence Aand B Pair Lzl
Pre-training Fine-Tuning

Figure 1 from Devlin et al. 2018
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“ Some recent history: BERT

®m name:
Bidirectional
Encoder
‘s 2" ‘8" PR Representations from
CIE).- Gl=)E)- G Transformers
BERT BERT m task:
=] [el=]. [Elle=ll=]. string sequence to sequence
EE). EEE. translation
Masked Sentence A Masked Sentence B QueLllrm P Pavalgvaph
Unlabeled Sentence A and B Pair Question Answer Pair
Pre-training Fine-Tuning

Figure 1 from Devlin et al. 2018
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“ Some recent history: BERT

E name:
Bidirectional
Encoder
ash las) ER / SQuAD .
‘s 2" ‘8" PR Representations from
)] Cl=))- [ Transformers
BERT BERT m task:
- =] - ==]. ElGE=llE]- string sequence to sequence
EE- EIEE- 6 EE). EEE. translation
T T .
m data:

Masked Sentence A Masked Sentence B Question >~ Paragraph

Unlabeled Sentence A and B Pair Question Answer Pair

(unlabelled) text pairs

Pre-training Fine-Tuning

Figure 1 from Devlin et al. 2018
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“ Some recent history: BERT

® name:
Bidirectional
Encoder
‘s s " e Representations from
)] Cl=))- [ Transformers
BERT m task:
- ElEalE] - string sequence to sequence
(95D GAE)- B G- translation
T T .
m data:

Masked Sentence A Masked Sentence B Question >~ Paragraph

Unlabeled Sentence A and B Pair Question Answer Pair

(unlabelled) text pairs

Pre-training Fine-Tuning n breakthrough:
Figure 1 from Devlin et al. 2018
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“ Some recent history: BERT

® name:
Bidirectional
Encoder
‘s s " e Representations from
)] Cl=))- [ Transformers
BERT m task:
- ElEalE] - string sequence to sequence
(95D GAE)- B G- translation
T T .
m data:

Masked Sentence A Masked Sentence B Question >~ Paragraph

Unlabeled Sentence A and B Pair Question Answer Pair

(unlabelled) text pairs

Pre-training Fine-Tuning m breakthrough:
Figure 1 from Devlin et al. 2018 train once
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“ Some recent history: BERT

E name:
Bidirectional
Encoder
ash las) ER / SQuAD .
‘s 2" ‘8" PR Representations from
)] Cl=))- [ Transformers
BERT BERT m task:
- =] - ==]. ElGE=llE]- string sequence to sequence
EE- EIEE- 6 ). Gl translation
T T .
m data:

Masked Sentence A Masked Sentence B Question >~ Paragraph

Unlabeled Sentence A and B Pair Question Answer Pair

(unlabelled) text pairs

Pre-training Fine-Tuning m breakth rough:

Figure 1 from Devlin et al. 2018 train once
finetune and use on
many unrelated tasks
(MNLI, NER, SQuAD, ...)
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“ Some recent history: GPT-1

B name:
roacion [ ion (s [_tou [ mwas 1 e Generative Pretrained Transformer
< -

Entilment [ stat | Premise | Dem _Hypothesis | Exract U—-{

[(senr [ Texti [oeim = Textz | Eaac U——{

Similarity

Feed Forward I

@

Masked Multi
Self Attention
Multiple Choice | stat [ Context | eim  Answer2 | xvact H..{

[san [ context | peim _ AnswerN |E.<uauﬂ-(
Figure 1 from Radford, Narasimhan, et al. 2018

Eﬁ*:

[(san [ Textz [ooim  Text1 | eac [I—-{

[stat [ context | peim  Answer1 | exmct ﬂ-{ Transformer
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“ Some recent history: GPT-1

B name:
[ [ ion [ | Ton [ ot 1 e Generative Pretrained Transformer

neiment [ | promae | oo Fipotness | Evas |- m task:
sequence to sequence decoding
Sy [(senr [ Texti [oeim = Textz | Eaac U——{ Eﬁ* —

[(san [ Textz [ooim  Text1 | eac [I—-{

Feed Forward I

@

Self Attention
Multiple Choice | stat [ Context | eim  Answer2 | xvact H..{

[san [ context | peim _ AnswerN |Exuac:‘}-{
Figure 1 from Radford, Narasimhan, et al. 2018

[stat [ context | peim  Answer1 | exmct ﬂ-{ Transformer
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“ Some recent history: GPT-1

B name:
[ [ ion [ | Ton [ ot 1 e Generative Pretrained Transformer

neiment [ | promae | oo Fipotness | Evas |- m task:
sequence to sequence decoding
Sy [(senr [ Texti [oeim = Textz | Eaac U——{ Eﬁ* —

[(san [ Textz [ooim  Text1 | eac [I—-{

Feed Forward I

@

Self Attention
Multiple Choice | stat [ Context | eim  Answer2 | xvact H..{

[san [ context | peim _ AnswerN |Exuac:‘}-{
Figure 1 from Radford, Narasimhan, et al. 2018

m data:
heaps of text (www)

[stat [ context | peim  Answer1 | exmct ﬂ-{ Transformer
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“ Some recent history: GPT-1

B name:
[ [ ion [ | Ton [ ot 1 e Generative Pretrained Transformer

neiment [ | promae | oo Fipotness | Evas |- m task:
sequence to sequence decoding
Sy [(senr [ Texti [oeim = Textz | Eaac U——{ Eﬁ* —

[(san [ Textz [ooim  Text1 | eac [I—-{

Feed Forward I

@

Self Attention
Multiple Choice | stat [ Context | eim  Answer2 | xvact H..{

[san [ context | peim _ AnswerN |Exuac:‘}-{
Figure 1 from Radford, Narasimhan, et al. 2018

m data:
heaps of text (www)

[stat [ context | peim  Answer1 | exmct ﬂ-{ Transformer

m breakthrough:
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“ Some recent history: GPT-1

B name:
[ [ ion [ | Ton [ ot 1 e Generative Pretrained Transformer

neiment [ | promae | oo Fipotness | Evas |- m task:
sequence to sequence decoding
Sy [(senr [ Texti [oeim = Textz | Eaac U——{ Eﬁ* —

[(san [ Textz [ooim  Text1 | eac [I—-{

Feed Forward I

@

Self Attention
Multiple Choice | stat [ Context | eim  Answer2 | xvact H..{

[san [ context | peim _ AnswerN |Exuac:‘}-{
Figure 1 from Radford, Narasimhan, et al. 2018

m data:
heaps of text (www)

[stat [ context | peim  Answer1 | exmct ﬂ-{ Transformer

m breakthrough:
scalable
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“ Some recent history: GPT-1

® name:
) T i ' inear Generative Pretrained Transformer

neiment [ | promae | oo Fipotness | Evas |- m task:
sequence to sequence decoding

©

e Forwar I s Texti | el Textz | £ ]——{
Sy [(ser [ Texti [oeim | Textz | Eaa| Lo .
12 [(san [ Textz [ooim  Text1 | eac [I—-{ m data:

heaps of text (www)

@

Self Attention
Multiple Choice | stat [ Context | eim  Answer2 | xvact H..{

[san [ context | peim _ AnswerN |Exuac:‘}-{
Figure 1 from Radford, Narasimhan, et al. 2018

Linear

[stat [ context | peim  Answer1 | exmct ﬂ-{ Transformer

m breakthrough:

scalable
better quality than BERT
Radford, Wu, et al. 2019
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“ Some recent history: GPT-1

E name:
R D e e e et Generative Pretrained Transformer
N -
neiment [ | promae | oo Fipotness | Evas |- m task:

©

sequence to sequence decoding

e Forwar I s Texti | el Textz | £ ]——{
Sy [(ser [ Texti [oeim | Textz | Eaa| Lo .
12 [(san [ Textz [ooim  Text1 | eac [I—-{ m data:

heaps of text (www)

@

[stat [ context | peim  Answer1 | exmct ﬂ-{ Transformer
Self Aenion I .
Multiple Choice | Start | Context | beim _ Answer 2 | Exvact H..{ m breakthrou gh :

[(sax | Conox | oo AnswarN |a\}4 scalable

Figure 1 from Radford, Narasimhan, et al. 2018 better quality than BERT
Radford, Wu, et al. 2019

science behind closed doors
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.What are transformers?

) —x
O &
N (&Q@é
A
AN
s %b/ alxa, ] m force model to identify
N b) <) Outputs ,/ . .
\ , " important words in a
& \O//—l k{as afx1, ] .. sequence
J i || q

o A mm ,
i o e =ll—»§ B (self-attention
vl u 5 _

iputs T e @ m e T mechanism)

products .. .. .. )
B m | m m easy to parallelize

Attention weights

m discovered by Vaswani
et al. 2017, "“Attention
is all you need”

Self-Attention Mechanism as described in Prince 2023 under Creative
Commons CC-BY-NC-ND
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.Scalability? Hoffmann et al. 2022

1T
= Approach 1
1008 —— Approach 2
" —— Approach 3
o - |
% 108 Kaplan et al {2020)
E ¥ Chinchilla (70B)
£ 1.08 Jr Gopher (280B)
* GPT-3(175B)
¥ Megatron-Turing NLG (S30B)
100M
10M°11 1019 1021 1023 1025

FLOPs

The bigger, the better!

(bigger models, more compute, more data result in better performance)
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* Instruction Tuning

Step1

Collect demonstration data,
and train a supervised policy.

A promptis
sampled from our
prompt dataset.

Explain the moon
landing to a 6 year old

|
\J

A labeler
demonstrates the @
desired output 7
behaViOf. Some Deo‘ple went
to the moon...
|
\J
This data is used SFT
to fine-tune GPT-3 2052
. . ./)?ﬂ.
with supervised \}SX./
learning. 2
BEE
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Step 2

Collect comparison data,
and train a reward model.

A prompt and .
several model
outputs are
sampled.

Explain the moon
landing to a 6 year old

Expiongravty Expionmar

fanatusl  Pooplewentto
sateitoof tha moon

A labeler ranks
the outputs from
best to worst.

This data is used RM

to train our SR
reward model. Y

0-0-0-0

from 2024 openai blogpost

Step 3

Optimize a policy against
the reward model using
reinforcement learning.

A new prompt
is sampled from
the dataset.

The policy
generates
an output.

The reward model
calculates a
reward for

the output.

The reward is
used to update
the policy
using PPO.

HELMHOLTZA! A

™

Write a story
about frogs

Once upon a time.

\J

RM
0.9

N

a4

\J

he

wzon
Lab

concept
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https://openai.com/research/instruction-following

R Making LLMs “speak” like a superhuman
base models

m trained on completing large corpora of text
(www)

m they can only do that: continue text

m too fragile to act in chats
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R Making LLMs “speak” like a superhuman

base models instruction-tuned models
m trained on completing large corpora of text m learn policy to reward LLM to reply like a
(www) human
m they can only do that: continue text m automate and interpolate
m too fragile to act in chats human-conforming text
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R Making LLMs “speak” like a superhuman

base models instruction-tuned models
m trained on completing large corpora of text m learn policy to reward LLM to reply like a
(www) human
m they can only do that: continue text m automate and interpolate
m too fragile to act in chats human-conforming text
Mistral-7B

MMLU
Accuracy in Bin

02 04 0.6 08 1.0
Confidence Bins
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R Making LLMs “speak” like a superhuman

base models instruction-tuned models
m trained on completing large corpora of text m learn policy to reward LLM to reply like a
(www) human
m they can only do that: continue text m automate and interpolate
m too fragile to act in chats human-conforming text

Mistral-7B Mistral-7B-Instruct

MMLU
Accuracy in Bin
MMLU
Accuracy in Bin

02 04 0.6 08 1.0 02 04 06 08 10
Confidence Bins Confidence Bins
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R Making LLMs “speak” like a superhuman

base models instruction-tuned models
m trained on completing large corpora of text m learn policy to reward LLM to reply like a
(www) human
m they can only do that: continue text m automate and interpolate
m too fragile to act in chats human-conforming text

Mistral-7B Mistral-7B-Instruct

MMLU
Accuracy in Bin
MMLU
Accuracy in Bin

02 04 0.6 08 10 02 04 06 08 10
Confidence Bins Confidence Bins

Results taken from Philip Miiller's master thesis (FWCC-A/HZDR, SCADS.Al/TUD)
"Uncertainty Estimation of Large Language Model Replies in Natural Sciences"
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20/25 Peeling LLMs - 2025-09-09 HELMHOLTZA! Aitanl? bl ) medm



Advent of Chatbots and Assistants

ChatGPT

Ask anything

0 Attach @ Search [ Study

Once Al works, it's called software!
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= Main Takeaways

m Machine Learning Methods for Natural Language Processing have experienced a
Quantum Leap (2017/18)
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Main Takeaways

m Machine Learning Methods for Natural Language Processing have experienced a
Quantum Leap (2017/18)

m key ingredients: Parallelization of Models™"¢, Availability of Data®",
Statistics and Machine Learning
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way

=zoR

23/25 - 2025-09-09 HELMHOLTZ R Pt |



Main Takeaways

m Machine Learning Methods for Natural Language Processing have experienced a
Quantum Leap (2017/18)

m key ingredients: Parallelization of Models™"¢, Availability of Data®",
Statistics and Machine Learning

m chatbots today are software systems:
an Al model (based on the transformer) is a central ingredient

m data protection, open science and scrutiny of insights got out of sight along the
way

=zoR

23/25 - 2025-09-09 HELMHOLTZ R Pt |



Main Takeaways

m Machine Learning Methods for Natural Language Processing have experienced a
Quantum Leap (2017/18)

m key ingredients: Parallelization of Models™"¢, Availability of Data®",
Statistics and Machine Learning

m chatbots today are software systems:
an Al model (based on the transformer) is a central ingredient

m data protection, open science and scrutiny of insights got out of sight along the
way

Thank you for your attention!
Feel free to ask questions, provide feedback or comments.

=zoR
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