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requires three-dimensional optical data. Obtaining such data is now 
possible through large-field and/or multiple IFUs (e.g. Kelz et al. 
2006 ; Drory et al. 2015 ). An instrument with both kinds of IFU 
capabilities, capable of targeting large and multiple small targets, is 
necessary for the full exploitation of upcoming H I surveys. 

The following eight independent surv e ys will be carried out with 
WEAVE o v er a period of (at least) five years, producing more than 
30 million spectra of nearly 10 million objects: 

(i) a surv e y of the Milk y Way galaxy, pro viding radial v elocities 
and stellar abundances for stars too faint for these quantities to 
be measured by Gaia [WEAVE Galactic Archaeology (GA); Sec- 
tion 4.1 ]; 

(ii) a surv e y characterizing young and massiv e stellar populations 
and the interstellar medium (ISM), and thus probing star formation 
and evolution, across the Galactic Plane [Stellar , Circumstellar , and 
Interstellar Physics (SCIP); Section 4.2 ]; 

(iii) a surv e y studying the death of stars and constraining the 
local star formation history of the Galaxy through its white dwarf 
population (WEAVE White Dwarfs; Section 4.3 ); 

(iv) a surv e y of the stellar and g aseous kinematics and ph ysical 
properties of gas-rich galaxies, providing a necessary optical com- 
plement to Apertif’s neutral hydrogen surv e ys of the local Universe 
(WEAVE-Apertif; Section 4.4 ); 

(v) a surv e y probing the evolution of galaxies as a function of 
environment, from the cores of rich clusters to their lively environs, 
going from their smallest members out to the field at cosmological 
distances (WEAVE Galaxy Clusters; Section 4.5 ); 

(vi) a surv e y pro viding the first detailed view of the stellar popu- 
lation properties of galaxies at z = 0.3–0.7 as a function of galaxy 
mass and environment, yielding star formation histories, stellar 
ages, stellar and gas metallicities, dust attenuation, gas kinematics, 
and stellar velocity dispersions [Stellar Populations at intermediate 
redshifts Surv e y (StePS); Section 4.6 ]; 

(vii) a surv e y probing galaxy evolution o v er cosmic time, pro vid- 
ing much-desired redshifts and galaxy properties of LOFAR’s radio 
sources [WEAVE-LOFAR (WL); Section 4.7 ]; 

(viii) a surv e y of large-scale structure using quasar absorption 
lines as a cosmic ruler to probe the expansion of the Universe, which 
also extends the study of gaseous environments to larger scales and 
earlier epochs [WEAVE-QSO (WQ); Section 4.8 ]. 

The WEAVE Surv e y will pro vide data that will help answer the 
questions: How did our Galaxy form and the stars within it evolve? 
How were other galaxies assembled? What are dark matter and 
dark energy? On these topics, WEAVE will be complementary to 
the surv e ys carried out by the 4-metre Multi-Object Spectroscopic 
Telescope (4MOST; de Jong et al. 2019 ), which has a similar 
design, including spectral range and resolution, and will operate 
in the Southern hemisphere on a similarly sized telescope, the 
Dark Energy Spectroscopic Instrument (DESI; DESI Collaboration 
2016a , b ), which will focus largely on baryonic acoustic oscillations 
of galaxies, SDSS-V (Kollmeier et al. 2017 ), which will have 
complementary, lower resolution optical spectra and, additionally, 
infrared spectroscopy, and the Subaru Prime Focus Spectrograph 
(PFS; Tamura et al. 2018 ), which will co v er a smaller field on a 
larger telescope that is not fully dedicated to surv e y operations. 

This paper first presents the design of the WEAVE instrument – in 
terms of both hardware and software – as rele v ant to WEAVE Surv e y 
preparation and e x ecution (Section 2 ), followed by the structure 
of the WEAVE work and workforce including an o v erview of the 
key cross-team working groups involved in and responsible for the 
preparation and e x ecution of the Surv e y (Section 3 ). We then present 

Figure 1. A computer-aided diagram (CAD) representation of the WEAVE 
top-end assembly, incorporating the prime-focus (field) corrector system, 
instrument rotator, and fibre positioner. The four mounting units on the outer 
ring of the telescope structure provide for focus and tilt correction of the 
whole system. 
o v erviews of each of the eight component surv e ys that comprise 
the WEAVE Surv e y (Section 4 ), with each subsection summarizing 
the particular surv e y’s science case and surv e y plan, as well as 
providing the rele v ant introduction and background to the field. This 
is followed by a description of the WEAVE Simulator (Section 5 ) 
and a summary of the simulated implementation of the Surv e y 
through ‘Operational Rehearsals’ (Section 6 ). Section 7 concludes 
the paper. 
2  T H E  W E AV E  FAC I L I T Y  
The WHT is an alt-azimuth telescope with a Cassegrain focus and 
two Nasmyth foci (for a description of the original design features 
of the WHT, see Boksenberg 1985 ). WEAVE’s predecessor on the 
WHT was the prime-focus instrument Autofib-2 (AF2; Parry et al. 
1994 ), which had 150 fibres deployable o v er a 1-deg-diameter field of 
view. WEAVE has nearly 1000 fibres deployable o v er a field of view 
four times that of AF2 and, with four times the number of resolution 
elements of AF2 and three to four times its throughput, dramatically 
increases the resolution and multiplex power of the telescope. 

Full details of the WEAVE design and performance will be 
presented in a separate paper (Dalton et al., in preparation). Here, we 
summarize only the key parameters of the WEAVE facility as they 
relate to the detailed design of the component surv e ys making up the 
total WEAVE Surv e y (cf. Dalton et al. 2016a ). 
2.1 A new top-end for the WHT 
As part of the new top-end for the WHT (Fig. 1 ), the WEAVE 
prime-focus corrector system delivers a 2-deg-diameter field of view, 
with a flat focal plane at f /2.78 with full correction for atmospheric 
dispersion from 370–1000 nm to 65 -deg zenith distance (Ag ́ocs et al. 
2014 ). The telecentricity of the input beam will deviate by no more 
than 4 deg at the edge of the field. For a point-source image in the 
absence of seeing, the corrector delivers 80 per cent encircled energy 
within 0.71 arcsec, corresponding to a full width at half-maximum 
(FWHM) of 0.41 arcsec. The effect of differential image distortion 
with changing zenith distance is 0.13 arcsec across the field between 
0- and 65-deg zenith distance. 
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Figure 6. Footprint of the WEAVE GA surveys on the sky in Galactic coordinates ( ℓ , b ) in an Aitoff projection overlaid on the Gaia DR3 (Gaia Collaboration 
2023a ) density contours of stars with parallax measures, G < 16, and −10 deg < δ < 80 deg (in stars deg −2 ). HR chemo-dynamical survey: black dots; Open 
Clusters surv e y: red stars; disc-dynamics LR surv e y: dark green dots; high-latitude LR surv e y (shared with the WL and WQ surv e ys): thick yellow outline, 
where the region hashed using thinner yellow lines shows the provisional area to be surv e yed at ∼100 per cent co v erage factor, while the remaining area for 
this surv e y will be surv e yed with an ∼30 per cent co v erage f actor. Known stellar streams and dw arf spheroidal galaxies co v ered within the pointed part of the 
high-latitude LR surv e y: light green stars. The available declination range arises from the impact of differential atmospheric refraction on targets near the edge 
of the field on the typical 1-hour WEAVE-Surv e y OB. Near-polar targets like NGC 188 require short exposures outside of the normal WEAVE-Surv e y OBs. 

Figure 7. Expected co v erage of the WEAVE GA sub-surv e ys in the ( X , Z ) 
plane (Cartesian coordinates centred on the Sun’s position in the Galaxy) 
with the Galactic Centre located at ( −8.5, 0) kpc. This is based on the 
target-selection-scheme footprints of each of the sub-surv e ys, applied to 
simulations performed with GUMS ( Gaia Universe Model Snapshot; Robin 
et al. 2012 ) and Galaxia (Sharma et al. 2011 ), taking into account the 
expected uncertainties on the Gaia astrometric data used in the target 
selection, estimated using the PyGaia toolkit (for Gaia performances, see 
https:// www.cosmos.esa.int/ web/ gaia/ science-performance ). 

21 20 to complement Gaia with line-of-sight velocities and metallic- 
ities for stars too faint for the RVS, and thereby yield the best-yet 
constraints on the halo potential’s lumpiness and total mass to large 
distances ( ∼100 kpc; e.g. Cautun et al. 2020 ), address the formation 
of the Galactic halo, and characterize its progenitors (including 
substructures such as streams and dwarf galaxies). The search for 
traces of accretion events has recently been exemplified by Gaia ’s 
finding of a significant merger, known as Gaia Enceladus or the Gaia 
Sausage, that has been shown to make up a significant fraction of the 
inner Galactic halo (e.g. Belokurov et al. 2018 ; Haywood et al. 2018 ; 
Helmi et al. 2018 ; Gallart et al. 2019 ; Myeong et al. 2019 ; Naidu et al. 
2020 ; Malhan et al. 2022 ). A number of new cold streams have also 
been disco v ered thanks to Gaia astrometry (e.g. Malhan, Ibata & 
Martin 2018 ; Ibata et al. 2021 ), which anticipates the wealth of 
disco v eries a waiting us with the combination of Gaia and WEAVE. 
While the main target of this surv e y is the Galactic halo, the surv e y 
will also probe the thick disc of the Milky Way, complementing the 
HR surv e y (see section below). To achieve these goals, the LR-highlat 
wide-area surv e y will target the following: colour- and magnitude- 
selected main-sequence turnoff (MSTO) stars; red giant branch 
(RGB) stars selected by colour, magnitude, and Gaia astrometric data 
(parallaxes and proper motions, to reject local red main-sequence 
stars from the selection); extremely metal-poor star candidates 
selected from narrow-band photometry (e.g. Pristine: Starkenburg 
et al. 2017 ), broad-band photometry (e.g. SDSSS; Abolfathi et al. 
2018 ), or Gaia ’s on-board spectrophotometry ( Gaia Data Release 
20 Magnitudes with subscript ‘SDSS’ refer to Sloan Digital Sky Survey 
magnitudes (see Albareti et al. 2017 ). 
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Figure 2. Overview of the distribution of stars included in this fourth GALAH data release in Galactic coordinates with the centre of the Galaxy at the origin and the Gaia DR3
all-sky colour view (Gaia Collaboration et al., 2023) as background. Shown are the targets of GALAH Phase 1 (dark blue) and Phase 2 (medium blue), the targets of the K2-HERMES
follow-up along the ecliptic and TESS-HERMES in the TESS Southern Continuous Viewing Zone as well as CoRoT fields (pink). Both open and globular cluster points are shown in
purple and orange, respectively. All other targets are shown in in light blue across the Southern sky.

et al. 2010; Brzeski, Case, & Gers 2011; Heijmans et al. 2012;
Farrell et al. 2014; Sheinis et al. 2015) and dispersed into four non-
contiguous wavelength bands in the optical that cover ∼ 1 000 Å
in the range of 4 713–4 903 (blue CCD or CCD1), 5 648–5 873
(green/CCD2), 6 478–6 737 (red/CCD3), and 7 585–7 887 Å
(infrared IR/CCD4). The data used in this data release is primarily
based on observations of stars with this setup, but also makes use
of auxiliary photometric and astrometric information for the stars
where available.

In this Section, we describe which stars we have targeted as part
of configured fields (Miszalski et al. 2006) and observed with the
2dF-HERMES setup (Section 2.1), including the first description
of the second phase of GALAH observations (GALAH Phase 2)
which has a sharper focus on main-sequence turn-off stars to esti-
mate more precise ages. In Section 2.2, we briefly summarise the
properties of the spectroscopic data and how they were reduced to
one-dimensional spectra. We also point out major changes in the
observations and reductions with respect to the previous (third)
data release (Buder et al. 2021). We further elaborate on the
auxiliary information that was used for the analysis in Section 2.3.

2.1. Target selection and observational setup

GALAH DR4 is a combination of the main GALAH survey and
additional projects to observe asteroseismic targets from the K2
(Howell et al. 2014) and TESS (Ricker et al. 2015) missions, that is,
K2-HERMES (Sharma et al. 2019) and TESS-HERMES (Sharma
et al. 2018), as well as numerous smaller programs and public
HERMES data. Additional proposals with 2dF-HERMES have
contributed targeted observations of globular cluster members
(PI M. McKenzie and PI M. Howell), open clusters (PI G. De
Silva and PI J. Kos), young stellar associations (PI J. Kos and J.
Armstrong), and halo stars (PI S. Buder) in addition to their obser-
vation through the main surveys. The column survey_name in

our catalogues denotes the origin. An all-sky view of GALAHDR4
is shown in Fig. 2.

2.1.1. Target selection for GALAH Phase 1 and 2

For GALAH Phase 1 (DR1-DR3) and in the absence of a precise
and volume-complete survey in the optical, we used the 2MASS
photometric survey (Skrutskie et al. 2006) with its J and Ks fil-
ters as a precise and nearly volume-complete parent sample from
which we selected stars based on approximated (De Silva et al.
2015) visual magnitudes

VJKS =KS + 2(J −KS + 0.14)+ 0.382e((J−KS−0.2)/0.5). (1)

For GALAH Phase 1, a tiling pattern (with unique field_id
entries) with 2 deg fields of view below declination δ ≤ +10 deg
was created for regions with Galactic latitude |b| ≥ 10 deg to avoid
crowding and strong extinction. For each tile, a selection of 400
stars within magnitudes 9≤VJKS ≤ 12 for a bright magnitude
cut and 12≤VJKS ≤ 14 for the nominal magnitude cut is ran-
domly selected from the complete parent sample of 2MASS. Of
those, typically 350 stars are actually observed with around 2/3
main-sequence and turn-off stars and 1/3 evolved stars.

For GALAH Phase 2, a stronger focus on turn-off stars was
implemented with the photometric and astrometric information
of Gaia data release 2 as a parent sample. For each field, we there-
fore first allocate fibres to stars with absolute Gaia magnitude in
the range of 2≤MG ≤ 4, where

MG =G+ 5 · log10
( ϖ

100mas

)
(2)

with apparent magnitude (G /mag≡ phot_g_mean_mag) and
parallax measurements (ϖ /mas≡ parallax) from Gaia DR2
(Gaia Collaboration et al. 2018; Evans et al. 2018; Lindegren et al.
2018). Remaining fibres are filled with targets as done with the
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Buder et al. 2025, PASA, 42, e051

GALAH DR4
Nb of stars ~106

WEAVE GA surveys
Nb of stars ~ 5 x 106

Jin et al. 2024, MNRAS, 530, 2688
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ABUNDANCES OF CHEMICAL ELEMENTS IN STARS: CURRENT TRENDS AND ADVANCES
• Millions of stars studied with modern spectroscopic surveys
• Impressive advances in automated state-of-the-art abundance analysis tools

PLATO stellar parameter and abundance pipeline

Fig. 18 Illustration of PLATO LOPN1 and LOPS2 pointings (blue) in comparison to Kepler (pink),
K2 fields (green) and CoRoT mission fields (red). Lines indicate the TESS continuous viewing zone
(yellow) and the technically allowed region (pink) for the PLATO field centers, respectively. See
Nascimbeni et al 2022 and Nascimbeni et al. 2024 (submitted) for details on the PLATO field selection
and target populations.

PLATO will be launched into an orbit around the L2 Lagrangian point. The cruise
and commissioning phases after launch can take up to 90 days. The duration of the
nominal science operation phase of PLATO is then planned for 4 years. Extensions
of the mission science operations are possible as the satellite has been designed with
consumables for up to 8.5 years (see Section 12). During long observing periods, the
spacecraft has to be turned by 90 degrees every 3 months for sun protection reasons
(see Section 12). For the design of the spacecraft, on-ground operations and mission
performance studies, a set of baseline assumptions concerning the science observing
strategy have to be made. The assumed baseline observing scenario therefore splits
the 4 years science observation phase into 2 observing blocks of 2 years each, so-called
long-duration Observing Phases (LOP). Alternative scenarios are possible, e.g. a LOP
of 3 years duration followed by shorter Step-and-stare Observations Phases (SOP)
with a minimum of 2 months each. Another possible scenario would be, for example, to
stare at one field only for the whole science operation phase. The spacecraft provides
the technical flexibility to choose from such scenarios, and even adapt the strategy
during the science operation phase if needed.

73

Below: PLATO fields (in blue). Left: Surface gravities determined
using the PLATO SAPP pipeline for several Galactic globular clusters
(the SAPP was “calibrated” using the 1D MARC model atmospheres).

Gent et al. 2022, A&A, 658, A147

Rauer et al. 2025, Exp. Astron., 59, i26
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ABUNDANCES OF CHEMICAL ELEMENTS IN STARS: CURRENT TRENDS AND ADVANCES
• Millions of stars studied with modern spectroscopic surveys
• Impressive advances in automated state-of-the-art abundance analysis tools

HOWEVER

• “Classical” approaches still dominate automated abundance analysis:
• 1D hydrostatic model atmospheres, local thermodynamic equilibrium (LTE) abundance analysis
• 3D NLTE abundances analysis still rare, even in the contexts where this may make a difference

• Diverse landscape of abundance analysis tools:
• Methods and tools differ, sizeable systematic differences in the results of different groups
• Automated stellar abundance pipelines rarely open-source
• AI forthcoming!

17/09/2025
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ABUNDANCES OF CHEMICAL ELEMENTS IN STARS: HOW TO IMPROVE?
• 3D hydrodynamical model atmospheres instead                                                                                  

of “classical” 1D hydrostatic
• Non-local thermodynamic equilibrium (NLTE)                                                                                      

abundance analysis instead of ”classical” LTE
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Figure 3
Grotrian diagram illustrating part of a model atom of Fe i. The energy levels are taken from the Kurucz database and include
experimentally confirmed (blue) and predicted (red) levels. Only transitions with experimentally measured transition probabilities are
shown. Data sources are listed in Lind et al. (2017).

Model atoms usually must have a complete description of the levels of the species under in-
vestigation (neutral or singly ionized), as well as the ground level(s) of the neighboring ionization
stages. Elements with intermediate excitation potentials may require a comprehensive description
of both the neutral and singly ionized species, as they have comparable populations in late-type
stellar atmospheres. A natural maximum for the number of excited levels to include comes from
considering the dissolution of Rydberg levels due to perturbations by charged particles. Where
this becomes significant can be roughly estimated from equation 8.86 ofHubeny&Mihalas (2015)
for the reduction in binding energy, which gives approximately 0.01 eV in the deepest layers of
the atmospheres of warm late-type stars and smaller values in the line-forming regions. In reality,
the levels this close to the ionization threshold have small Boltzmann factors and are not signif-
icantly populated in late-type stars and thus are often omitted. Usually, for the neutral species,
for example, only levels up to some tenths of an electron volt from the ionization threshold are
explicitly included. This is sufficient to allow for collisional coupling to the next ionization stage
(Mashonkina et al. 2011, given the mean electron kinetic energy E = 3

2kBT = 0.75 eV for solar
photospheric conditions).

2.2.2. Radiative transitions. The radiative rates Rij appearing in the equations of statistical
equilibrium (Section 2.3.3) depend on the Einstein coefficients or oscillator strengths for the
bound-bound radiative transitions and the cross sections for the bound-free radiative transitions,
together with the radiation field. NIST ASD contains a critical compilation of experimental and
theoretical data, including accuracy rating of transition probabilities, and is again the usual start-
ing point in the current context. The VALD repository can also be very useful, with a wealth of
experimental and theoretical data compiled from the literature. It can be worth scanning literature

www.annualreviews.org • 3D Non-LTE Abundance Analyses of Late-Type Stars 483
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experimentally confirmed (blue) and predicted (red) levels. Only transitions with experimentally measured transition probabilities are
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Model atoms usually must have a complete description of the levels of the species under in-
vestigation (neutral or singly ionized), as well as the ground level(s) of the neighboring ionization
stages. Elements with intermediate excitation potentials may require a comprehensive description
of both the neutral and singly ionized species, as they have comparable populations in late-type
stellar atmospheres. A natural maximum for the number of excited levels to include comes from
considering the dissolution of Rydberg levels due to perturbations by charged particles. Where
this becomes significant can be roughly estimated from equation 8.86 ofHubeny&Mihalas (2015)
for the reduction in binding energy, which gives approximately 0.01 eV in the deepest layers of
the atmospheres of warm late-type stars and smaller values in the line-forming regions. In reality,
the levels this close to the ionization threshold have small Boltzmann factors and are not signif-
icantly populated in late-type stars and thus are often omitted. Usually, for the neutral species,
for example, only levels up to some tenths of an electron volt from the ionization threshold are
explicitly included. This is sufficient to allow for collisional coupling to the next ionization stage
(Mashonkina et al. 2011, given the mean electron kinetic energy E = 3

2kBT = 0.75 eV for solar
photospheric conditions).

2.2.2. Radiative transitions. The radiative rates Rij appearing in the equations of statistical
equilibrium (Section 2.3.3) depend on the Einstein coefficients or oscillator strengths for the
bound-bound radiative transitions and the cross sections for the bound-free radiative transitions,
together with the radiation field. NIST ASD contains a critical compilation of experimental and
theoretical data, including accuracy rating of transition probabilities, and is again the usual start-
ing point in the current context. The VALD repository can also be very useful, with a wealth of
experimental and theoretical data compiled from the literature. It can be worth scanning literature
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3D NLTE abundances instead of 1D LTE
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• 3D hydrodynamical model atmospheres instead                                                                                  

of “classical” 1D hydrostatic
• Non-local thermodynamic equilibrium (NLTE)                                                                                      

abundance analysis instead of ”classical” LTE

• Automated open-source abundance pipelines

3D NLTE abundances instead of 1D LTE

Stellar parameters & 3D NLTE abundances 
for large numbers of stars

28/05/202417/09/2025

PLATO stellar parameter and abundance pipeline

Fig. 18 Illustration of PLATO LOPN1 and LOPS2 pointings (blue) in comparison to Kepler (pink),
K2 fields (green) and CoRoT mission fields (red). Lines indicate the TESS continuous viewing zone
(yellow) and the technically allowed region (pink) for the PLATO field centers, respectively. See
Nascimbeni et al 2022 and Nascimbeni et al. 2024 (submitted) for details on the PLATO field selection
and target populations.

PLATO will be launched into an orbit around the L2 Lagrangian point. The cruise
and commissioning phases after launch can take up to 90 days. The duration of the
nominal science operation phase of PLATO is then planned for 4 years. Extensions
of the mission science operations are possible as the satellite has been designed with
consumables for up to 8.5 years (see Section 12). During long observing periods, the
spacecraft has to be turned by 90 degrees every 3 months for sun protection reasons
(see Section 12). For the design of the spacecraft, on-ground operations and mission
performance studies, a set of baseline assumptions concerning the science observing
strategy have to be made. The assumed baseline observing scenario therefore splits
the 4 years science observation phase into 2 observing blocks of 2 years each, so-called
long-duration Observing Phases (LOP). Alternative scenarios are possible, e.g. a LOP
of 3 years duration followed by shorter Step-and-stare Observations Phases (SOP)
with a minimum of 2 months each. Another possible scenario would be, for example, to
stare at one field only for the whole science operation phase. The spacecraft provides
the technical flexibility to choose from such scenarios, and even adapt the strategy
during the science operation phase if needed.

73

Left: PLATO fields (in blue). 
Far left: Surface gravities 
determined using the PLATO 
SAPP pipeline for several 
Galactic globular clusters (the 
SAPP was “calibrated” using 
the 1D MARC model 
atmospheres). 

Gent et al. 2022, A&A, 658, A147

Rauer et al. 2025, Exp. Astron., 59, i26
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ChETEC-INFRA WP5: goals and deliverables

THE GOAL
Homogenize stellar abundance analyses by providing new abundance analysis methods and tools

THE DELIVERABLES
• Database of 3D NLTE Abundance Corrections
• Homogeneous Open-Source Stellar Pipeline

THE TEAM
27 participants from 19 institutions (13 countries)

Associated partners

Partners

28/05/202417/09/2025
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ChETEC-INFRA WP5: why 3D NLTE?

(I) ADVANTAGES OF USING 3D HYDRODYNAMICAL MODEL ATMOSPHERES
• Allows to account for the influence of non-stationary phenomena in stellar atmospheres on: 

• Stellar atmospheric structure
• Spectral line formation properties and line strengths

Kolomiecas et al., in prep.
Metal-poor subgiant BD+44493

17/09/2025
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ChETEC-INFRA WP5: why 3D NLTE?

(I) ADVANTAGES OF USING 3D HYDRODYNAMICAL MODEL ATMOSPHERES
• Allows to account for the influence of non-stationary phenomena in stellar atmospheres on: 

• Stellar atmospheric structure
• Spectral line formation properties and line strengths
• Differences between the 3D and 1D abundances

Prakapavicius et al. 2017, A&A, 599, A128

Oxygen abundance from OH lines in the metal-poor giant HD+122563

17/09/2025
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ChETEC-INFRA WP5: why 3D NLTE?

(II) ADVANTAGES OF USING NLTE SPECTRAL LINE SYNTHESIS
• Differences in the departure coefficients for individual atomic level populations lead to: 

• significant differences between the NLTE and LTE line profiles 
• differences in NLTE and LTE abundances

• 3D plays a role, too!

Gallagher, Steffen et al., in prep.
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ChETEC-INFRA WP5: results

TASK 5.1: A GRID OF 3D HYDRODYNAMIC MODEL ATMOSPHERES
• New grid of 3D hydrodynamical model atmospheres

• 75 low-res + 35 high-res 3D model atmospheres 
• 11 million CPU hours used

© Jonas Klevas, VU

17/09/2025
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TASK 5.1: 3D NLTE ABUNDANCE CORRECTIONS DATABASE
• New tool for 1.5D NLTE abundance analysis:

• NLTE15D code for the computation of                                 
1.5D NLTE abundance corrections

© Andrew J. Gallagher, AIP
3D NLTE abundance corrections for Ba II lines

ChETEC-INFRA WP5: results

17/09/2025



07/06/2023 Arūnas Kučinskas, Vilnius University, Lithuania, arunas.kucinskas@tfai.vu.lt 14

Ba II 4554.033 Å line formation in the atmosphere of red giant star

© Andrew J. Gallagher, AIP

Barium abundance correction
D3D NLTE–1D LTE = 0.17

Departure, lower level           Ba II 4554 line Departure, upper levelTemperature map

Optical depth (depth in the atmosphere)

ChETEC-INFRA WP5: results

17/09/2025
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TASK 5.1: 3D NLTE ABUNDANCE CORRECTIONS DATABASE
• New tool for 1.5D NLTE abundance analysis:

• NLTE15D code for the computation of                                 
1.5D NLTE abundance corrections

• Grid of 1.5D NLTE abundance corrections for Ba II
• 1.5D NLTE corrections for 92 3D models

• Grid of 1.5D NLTE abundance corrections                                              
for Sr

• 1.5D NLTE corrections for 32 3D models
• Computations carried out on HPC clusters                                                   

at  Vilnius University (Lithuania),                                                               
IAP (Germany), and Hull University (UK)

• Abundance correction database: 
https://www.chetec-infra.eu/3DNLTE/

© Andrew J. Gallagher, AIP
3D NLTE abundance corrections for Ba II lines

ChETEC-INFRA WP5: results

17/09/2025

https://www.chetec-infra.eu/3DNLTE/
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TASK 5.2: ABUNDANCE DETERMINATION PIPELINE
• Automated open-source abundance pipeline: stellar parameters, 3D/1D LTE/NLTE abundances

Stellar parameters
and abundances 

pipeline

3D model atmosphere 
grid

Synthetic spectra
1.5/3D NLTE

3D NLTE abundances of chemical 
elements Xi, A(Xi)

Photometry
Astrometry

+

Observations WP5 Task 5.2 WP5 Task 5.1

1D LTE abundances
3D NLTE abundance 
correction database

3D NLTE corrections

Observed 
spectrum

ChETEC-INFRA WP5: results

17/09/2025
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TASK 5.2: ABUNDANCE DETERMINATION PIPELINE
• New automated open-source tool webSME:

• automated stellar parameter and 3D/1D LTE/NLTE abundance determination pipeline, and its 
online interface

• 1.5D NLTE abundance corrections for Ba II lines (Sr I and II forthcoming)
• already used for Bachelor/Master projects at Uppsala; paper on webSME forthcoming

ChETEC-INFRA WP5: results

17/09/2025

J. Puschnig et al.: webSME: An online tool to infer stellar parameters and abundances

Fig. 3. Observed spectral range around the Mg I � 5167-5183 magnesium triplet of � Gem (gray) and best-fit result from webSME (red).

to 39.9 mÅ, while Fe II lines span from 6.0 mÅ to 36.5 mÅ.
The resulting distribution of abundance di↵erences is shown in
Figure 4, which illustrates that the majority of lines di↵er by
less than ±0.02 dex. Fe I lines show a symmetric, narrow dis-
tribution around zero, while Fe II lines exhibit a slightly broader
spread. These results confirm that webSME delivers reliable abun-
dance measurements, consistent with SME under identical syn-
thesis conditions.

Note that webSME’s default starting abundances follow the
Asplund et al. (2021) solar abundance scale. However, users can
modify the initial abundances (in the "H=12" scale), which can
improve the e�ciency of the inference process by starting from
values closer to the expected solution.

Fig. 4. Histogram of abundance di↵erences (SME - webSME) for indi-
vidual Fe I (blue) and Fe II (orange) lines in AI Phe A. A total of 12 Fe I
and 12 Fe II lines were analyzed using identical synthesis parameters,
with fixed stellar parameters. Most lines show abundance di↵erences
within ±0.02 dex, demonstrating excellent agreement between the two
codes.

4.1. Non-LTE Abundance Correction Mode

WebSME not only enables the inference of elemental abundances
by fitting model parameters to observed spectra, but also in-
cludes a non-LTE (NLTE) abundance correction mode. Spectral
lines synthesized under the assumption of LTE are often in sys-
tematic error (e.g. Lind & Amarsi 2024)). These errors depend
sensitively on the stellar parameters, while their size (and even
their sign) can be quite di↵erent for di↵erent lines of the same

atomic or ionic species. For example the cores of the O I 777
nm triplet lines are usually too weak in LTE, as photon losses
lead to an overpopulation of the metastable lower level and ex-
tra line opacity (e.g. Amarsi et al. 2016a), leading to negative
abundance corrections. Whereas the Cu I 327.4 nm resonance
line is sensitive to over-ionisation of the minority neutral species
and the line is too strong in LTE, leading to positive abundance
corrections (e.g. Caliskan et al. 2025). Therefore, it is crucial
to consider the LTE/NLTE assumptions made when interpreting
spectral features, as the resulting abundance estimates may di↵er
significantly.

The NLTE abundance correction mode computes the di↵er-
ence in elemental abundance estimates derived from LTE and
NLTE models for a given element. This is done by determin-
ing the di↵erence between LTE and NLTE abundances through
matching of the equivalent width (EW) of the NLTE synthetic
line to that of the LTE line. To estimate the NLTE correction,
the user specifies the Te↵ , log g, [M/H], and vmic of the model
atmosphere. Additionally, the line list, wavelength range and in-
tegration range, as well as the specific elemental composition to
be used in the synthesis is set by the user. This also allows the
user to tailor the abundance of the element under consideration
(X) independently of the set [M/H], as the NLTE e↵ects typi-
cally are a strong function of [X/Fe].
Finally, the methods fixes the LTE EW based on the set input
parameters and iteratively adjusts the abundance in the NLTE
model until the corresponding EW matches the LTE value. This
process begins with a linear extrapolation of the curve of growth
(COG) to obtain an initial estimate of the target abundance.
Then, several data points along the COG are computed, allowing
the use of cubic spline interpolation. The final target abundance
is subsequently determined by finding the root of the function
defined as f (a) = COG(a) � EWLTE.

Currently, WebSME and PySME utilize precomputed grids
of departure coe�cients from Amarsi et al. (2020b, 2022),
Mallinson et al. (2024), and Caliskan et al. (2025). These grids
of departure coe�cients were calculated with the NLTE code
Balder Amarsi et al. (2018b) using the MARCS atmospheric
model Gustafsson et al. (2008b). The model atoms, described
in those papers, all employ modern descriptions for the inelastic
collisions with neutral hydrogen based on full quantum mechan-
ical models, or on asymptotic models often in combination with
the free electron model (see e.g. Schmidt-May et al. 2024, for
a recent discussion and see Table B.1 for a summary of model
atoms and grids employed by webSME).

Article number, page 7 of 11
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A SUCCESS STORY: PROJECT MINCE
• “Measuring at Intermediate Metallicity Neutron Capture Elements” (MINCE; talk by Gabriele Cescutti!) 
• Abundances in the Galactic halo stars at [Fe/H] = -1 … -2.
• ChETEC-INFRA: small-to-medium size telescopes, high-res spectra
• A significant amount of data via ChETEC-INFRA TNA
• MINCE Papers I – III published 
• Public MINCE database: http://archives.ia2.inaf.it/mince/
• Future: final sample of 200-300 stars, WP5 abundance pipeline to                                                              

obtain 1.5D NLTE abundances of s-process elementsA&A proofs: manuscript no. 49539_Arxiv

Table 2: Solar abundances used throughout this paper are from
Lodders et al. (2009).

Element A(X)
Sr 2.90
Y 2.20
Zr 2.57
Ba 2.18
La 1.19
Ce 1.60
Pr 0.77
Nd 1.47
Sm 0.96
Eu 0.53

4.2. Abundances

We carried out a classical 1D local thermodynamic equilibrium
(LTE) analysis using OSMARCS model atmospheres (Gustafs-
son et al. 1975, 2003, 2008; Plez et al. 1992; Edvardsson et al.
1993). The abundances used in the model atmospheres were
solar-scaled with respect to the Grevesse & Sauval (2000) so-
lar abundances, except for the ↵ elements that are enhanced by
0.4 dex. We corrected the resulting abundances by taking into
account the di↵erence between the solar values of (Grevesse &
Sauval 2000) and Lodders et al. (2009) . The solar abundances
we adopted are reported in Table 2.

The abundance analysis was performed using the LTE spec-
tral line analysis code turbospectrum (Alvarez & Plez 1998; Plez
2012), which treats scattering in detail. The abundances were de-
termined by matching a synthetic spectrum centred on each line
of interest to the observed one. Tables ?? and ?? list the lines
used to measure the abundances in our sample of stars. Detailed
HFS components have also been included in these tables. For the
spectrum synthesis, we took into account all the known blending
lines from the VALD database (Ryabchikova et al. 2015, and
references therein).

When not specified, we adopted the abundance derived from
Fe i lines as the metallicity . Since our surface gravities are de-
rived from the parallaxes and not the Fe ionisation equilibrium,
in order to minimise the gravity dependence in abundance ra-
tios, we used [X/Fe] = [X/Fe i], where X is a neutral species and
[X/Fe] = [X/Fe ii] for ionised species.

4.3. Non-local thermodynamic equilibrium effects

Strontium, barium, and europium are known to be sensitive to
departures from LTE (or NLTE e↵ects), particularly in metal-
poor stars.

In this study, we used the Sr i strontium line at 4607.33 Å.
The abundance of strontium in metal-poor stars has been stud-
ied in detail by Hansen et al. (2013). They confirmed that the
ionisation equilibrium between Sr i and Sr ii is satisfied in NLTE
but not in LTE, where the di↵erence between neutral and ionised
Sr is on average -0.3 dex. We applied a correction of -0.3 dex on
our Sr i result to match the literature results that are mostly based
on Sr ii lines. We note that we used the Sr i line because the Sr ii
lines visible in our spectra are saturated and the placement of the
continuum is di�cult to evaluate.

Mashonkina et al. (2008) computed the NLTE e↵ect on
barium and europium abundances in the metal-poor giant
HD 122563 ([Fe/H] ' -2.6 dex), a metallicity at the lower end of

Fig. 1: Barium abundance, [Ba/Fe], vs metallicity, [Fe/H]. Blue
dots represent the 1D LTE barium abundances derived from
the barium line at 5853 Å. Green dots represent the corrected
[Ba/Fe] values obtained for a subset of five stars by adding the
3D NLTE corrections (Ba corr(⇤) - Ba corr(�)) given in Table 3 to
the 1D LTE [Ba/Fe] abundance. The blue line (resp. green line)
is the linear fit to the 1D LTE (3D NLTE) abundances.

our sample. Based on the Ba ii lines at 4554.031 Å and 6496.90
Å, they derived a correction (NLTE - LTE) of +0.03 dex.

Korotin et al. (2015) computed NLTE equivalent widths
(EW) and NLTE abundance corrections for the four main Ba ii
lines: 4554.0, 5853.7, 6141.7, and 6496.9 Å. By comparing LTE
and NLTE abundances, they showed that the LTE calculations
for the weaker 5853.7 Å line tend to yield LTE abundances close
to the NLTE ones, and that the di↵erence between the LTE and
NLTE abundance for the three red Ba lines is on average ±
0.1 dex. In some cases, the e↵ect can reach 0.2 dex. They also
showed that the 4554.03 Å line is not suitable for abundance de-
termination.

More recently, NLTE departure coe�cients for the large
spectroscopic survey GALAH have been calculated by Amarsi
et al. (2020) for 13 elements, including barium. They constructed
grids of departure coe�cients that have been implemented into
the GALAH Data Release 3 analysis pipeline in order to com-
plement the existing NLTE grid for iron. Their grids cover the
range of metallicity and gravities encountered in our sample.
They studied the BaII lines at 5853.7 Å and 6496.9 Å and de-
rived an abundance correction (NLTE - LTE) ranging from -0.01
to 0.18 dex.

We computed independent 3D NLTE corrections of the
barium abundances based on 3D NLTE – 1D LTE grids re-
cently computed by Gallagher et al. (in prep). The tables rep-
resenting the Ba abundance correction grids can be found on-
line at ChETEC-INFRA 2, together with background informa-
tion and instructions on how to use the corrections. The so-
lar 3D NLTE barium abundance used for these correction grids
(A(Ba)�3D�NLTE = 2.27) was taken from Gallagher et al. (2020).

Unfortunately, most of our MINCE sample of stars have very
low Te↵ and log g values that are not covered by the Gallagher
et al. correction grid. In order to obtain corrections for at least
a few targets, we chose to derive corrections using a nearest-
neighbour interpolation approach; that is, we assumed log g =
1.5 for targets with gravities in the range 1.0 < log g  1.5.
Table 3 shows the 3D NLTE corrections (the Ba corr columns)
for the three main Ba ii lines. These corrections are to be added to
the 1D LTE barium abundance, A(Ba), to obtain the 3D NLTE Ba
abundance (A(Ba)⌘ log(N(Ba)� log(N(H)+12). The corrections

2 http://chetec-infra.eu/3dnlte
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Fig. 6: Abundance ratios of [Sr/Fe], [Y/Fe], [Zr/Fe], and [Ba/Fe]
as a function of [Fe/H] for the stars in our sample shown as
square symbols. Red squares represent stars from GSE, while
blue squares are stars identified as Sequoia stars. Grey squares
are the remaining halo stars. We added the stars Ishigaki et al.
(2013), which are represented as circles: respectively, disc stars
in yellow, inner halo stars in green, and outer halo stars in brown.

sults for the GSE stars show a tight relation between [Sr/Ba]
and [Ba/H], with a regression coe�cient of -0.94. This result,
which needs to be confirmed with a larger sample, shows how
the chemical enrichment of the GSE has evolved over a range of
2 dex in [Ba/H]. The Sequoia stars follow the same trend; that is,
a decreasing [Sr/Ba] as [Ba/H] increases, with a slight di↵erence.
Indeed, at a given [Ba/H], the [Sr/Ba] ratio found in the Sequoia
stars seems higher than the value found in GSE stars. This dif-
ference in Galactic chemical evolution of these two components
will be addressed in Sec. 7.

Fig. 7: Abundance ratios of [La/Fe], [Ce/Fe], [Pr/Fe], and
[Nd/Fe] as a function of [Fe/H] for the stars in our sample
shown as square symbols. We added the stars from Ishigaki et al.
(2013), which are represented as circles: respectively, disc stars
in yellow, inner halo stars in green, and outer halo stars in brown.

6. Gaia Sausage Enceladus and Sequoia
substructures

The aim of this section is to compare our results for the stars
belonging to GSE and Sequoia with existing literature results
based on high-resolution spectroscopy. Until now, there have
only been a handful of papers in which detailed neutron-capture
abundances have been computed. Spectroscopic surveys have
been used to characterise the chemical properties of halo sub-
structures. In general, these studies concentrate on a small num-
ber of elements and mostly light metals (e.g. Hasselquist et al.
2021; Buder et al. 2022). A more extended analysis of a larger
number of elements (13 elements) has been made by Horta et al.
(2022) using APOGEE data. Unfortunately, this study contains
only cerium as a neutron-capture element. A few studies based
on follow-up programs of smaller samples using high-resolution
spectrographs have include some neutron-capture elements in
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Star Te↵ log g [Fe/H] [Ba/Fe] Ba corr [Ba/Fe] Ba corr [Ba/Fe] Ba corr Eq. Width Ba corr
5853.7 5853.7 6141.7 6141.7 6496.9 6496.9 5853.7

Sun 5770 4.44 0.00 0.00 0.09 0.00 0.06 0.00 0.05 - -
HD 115575 4393 1.50 -1.99 -0.32 0.17 -0.22 0.11 -0.21 0.10 83.0 0.2
BD+48 2167 4468 1.50 -2.29 -0.13 0.22 -0.03 0.12 0.02 0.11 83.5 0.2
BD+11 2896 4254 1.50 -1.41 0.02 0.03 0.12 -0.01 0.02 -0.06 120.8 0.067
BD -00 4538 4482 1.50 -1.90 -0.03 0.23 0.07 0.12 0.02 0.12 98.8 0.216
BD+03 4904 4497 1.50 -2.58 -0.31 0.18 -0.36 0.12 -0.41 0.14 49.2 0.177

Table 3: Barium 3D NLTE corrections for a subset of stars, computed for the Ba ii lines at 5853.7 Å, 6141.7 Å, and 6496.9 Å. Given
the 1D LTE Ba abundance [Ba/Fe], they are extracted from the 3D NLTE – 1D LTE tables provided by Gallagher et al. (in prep).
The last two columns give the measured EW of the barium line at 5853.7 Å and the corresponding barium abundance correction
computed by a slightly di↵erent interpolation method from the same tables.

Table 4: Sensitivity of abundances on atmospheric parameters.

Element �Te f f �log g �⇠
+100K +0.2 dex 0.2 km/s

Sr i -0.05 -0.02 +0.05
Y ii -0.03 -0.12 +0.05
Zr ii +0.02 -0.15 +0.04
Ba ii -0.05 -0.11 +0.28
La ii -0.05 -0.12 +0.01
Ce ii -0.07 -0.11 +0.03
Pr ii -0.04 -0.12 +0.00
Nd ii -0.04 -0.13 +0.00
Sm ii -0.06 -0.12 +0.02
Eu ii -0.02 -0.12 +0.01

for [Ba/H] or [Ba/Fe] are given by the di↵erence of stellar minus
solar corrections.

The results are plotted in Fig.1. The blue dots represent the
uncorrected 1D LTE [Ba/Fe] abundance of our sample stars. The
green dots indicate the [Ba/Fe] abundances of the five targets
listed in Table 3 after correction for 3D NLTE e↵ects.

The final corrections for [Ba/Fe] are of the order of ' 0.1 dex
over the range of metallicity in our sample. Importantly, the 3D
NLTE corrections do not significantly a↵ect the trend of [Ba/Fe]
abundances with metallicity.

Europium NLTE corrections have been computed by
Mashonkina et al. (2008) for HD 125563, a cool metal-poor gi-
ant ([Fe/H] ' -2.6 dex). They determined a NLTE - LTE abun-
dance correction of 0.12 dex.

From these studies, we can conclude that NLTE e↵ect cor-
rections for barium and europium are rather small compared to
the large range of abundance ratios of [Sr/Fe] and [Ba/Fe]. More-
over, it is unlikely that the dispersion found for these abundance
ratios at a given metallicity can be attributed to the adopted LTE
assumption.

4.4. Error budget

Table 4 lists an estimate of the errors that are due to typical un-
certainties in the stellar parameters. We adopted the uncertainties
on the stellar parameters as : �Te↵ =100 K, � log g = 0.20 dex,
and � ⇠ = 0.2 km s�1. These are typical uncertainties used to
estimate the sensitivity of each parameter on the abundance de-
termination. These adopted uncertainties for Te↵ and log g are
of the order of the standard deviation found between the stel-
lar parameters derived using MyGisFos (Sbordone et al. 2014)
taken in Cescutti et al. (2022) and the stellar parameters obtained
by Starhorse (Anders et al. 2019). More details can be found in

Cescutti et al. (2022). The 0.2 km/s error on the microturbulence
velocity corresponds to the acceptable variation of this param-
eter, giving abundances of Fe i independently of the excitation
potential of the line. A change in the stellar parameters leads to
a change in the [X/Fe] abundance derived for the star.

These errors were estimated by varying Te↵ , log g, and ⇠ in
the model atmosphere of BD+11 2896. We chose this star as the
determination of the abundances of all the elements analysed in
the article was possible.

As the stars in our sample have stellar parameters close to
BD+11 2896, the other stars yield similar results. In particular,
this is also the case for the lower metallicity range of our sample
of stars.

The total error was estimated by adding the quadratic sum of
the uncertainties in the stellar parameters and the error in the fit-
ting procedure of the synthetic spectrum and the observed spec-
trum (the main source of error comes from the uncertainty in the
placement of the continuum). The error in the fitting procedure
can be estimated by determining the line-to-line scatter of the
abundance when several lines of a given element are available.
These errors are given in Table ??.

5. Results

In Table ??, we present the results of the abundance determina-
tion. For each element, we give the [X/H] ratios and the �(X),
calculated as the standard deviation of the mean value when
abundance determination from several lines is given. [Fe i/H] and
[Fe ii/H] are from MINCE I. Hyphens in the table means that
the corresponding line was severely blended and the blend was
dominated by other lines, rendering an abundance determination
impossible.

5.1. General comparison with literature results

In Figs. 2 to 4 we show our results, compared with data from a
large compilation of results found in the SAGA database (Suda
et al. 2008). In this compilation, all the abundance ratios [X/Fe]
have been recalculated with the solar abundances of Asplund
et al. (2009). We did not apply any abundance corrections to
take into account the di↵erence between the solar abundances
adopted in our study and the ones used in the SAGA database
data. For all the elements but one (Lanthanum), the di↵erence
ranges from 0.00 to 0.05. For La, our adopted solar abundance
is 0.09 dex higher than in Asplund et al. (2009). We have also
added (shown with black symbols) the abundance results from
François et al. (2007), using the large programme “First Stars”
sample (Cayrel et al. 2004). Although the “First Stars” sample is
dedicated to extremely metal-poor stars, their abundances have
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Star Te↵ log g [Fe/H] [Ba/Fe] Ba corr [Ba/Fe] Ba corr [Ba/Fe] Ba corr Eq. Width Ba corr
5853.7 5853.7 6141.7 6141.7 6496.9 6496.9 5853.7

Sun 5770 4.44 0.00 0.00 0.09 0.00 0.06 0.00 0.05 - -
HD 115575 4393 1.50 -1.99 -0.32 0.17 -0.22 0.11 -0.21 0.10 83.0 0.2
BD+48 2167 4468 1.50 -2.29 -0.13 0.22 -0.03 0.12 0.02 0.11 83.5 0.2
BD+11 2896 4254 1.50 -1.41 0.02 0.03 0.12 -0.01 0.02 -0.06 120.8 0.067
BD -00 4538 4482 1.50 -1.90 -0.03 0.23 0.07 0.12 0.02 0.12 98.8 0.216
BD+03 4904 4497 1.50 -2.58 -0.31 0.18 -0.36 0.12 -0.41 0.14 49.2 0.177

Table 3: Barium 3D NLTE corrections for a subset of stars, computed for the Ba ii lines at 5853.7 Å, 6141.7 Å, and 6496.9 Å. Given
the 1D LTE Ba abundance [Ba/Fe], they are extracted from the 3D NLTE – 1D LTE tables provided by Gallagher et al. (in prep).
The last two columns give the measured EW of the barium line at 5853.7 Å and the corresponding barium abundance correction
computed by a slightly di↵erent interpolation method from the same tables.

Table 4: Sensitivity of abundances on atmospheric parameters.

Element �Te f f �log g �⇠
+100K +0.2 dex 0.2 km/s

Sr i -0.05 -0.02 +0.05
Y ii -0.03 -0.12 +0.05
Zr ii +0.02 -0.15 +0.04
Ba ii -0.05 -0.11 +0.28
La ii -0.05 -0.12 +0.01
Ce ii -0.07 -0.11 +0.03
Pr ii -0.04 -0.12 +0.00
Nd ii -0.04 -0.13 +0.00
Sm ii -0.06 -0.12 +0.02
Eu ii -0.02 -0.12 +0.01

for [Ba/H] or [Ba/Fe] are given by the di↵erence of stellar minus
solar corrections.

The results are plotted in Fig.1. The blue dots represent the
uncorrected 1D LTE [Ba/Fe] abundance of our sample stars. The
green dots indicate the [Ba/Fe] abundances of the five targets
listed in Table 3 after correction for 3D NLTE e↵ects.

The final corrections for [Ba/Fe] are of the order of ' 0.1 dex
over the range of metallicity in our sample. Importantly, the 3D
NLTE corrections do not significantly a↵ect the trend of [Ba/Fe]
abundances with metallicity.

Europium NLTE corrections have been computed by
Mashonkina et al. (2008) for HD 125563, a cool metal-poor gi-
ant ([Fe/H] ' -2.6 dex). They determined a NLTE - LTE abun-
dance correction of 0.12 dex.

From these studies, we can conclude that NLTE e↵ect cor-
rections for barium and europium are rather small compared to
the large range of abundance ratios of [Sr/Fe] and [Ba/Fe]. More-
over, it is unlikely that the dispersion found for these abundance
ratios at a given metallicity can be attributed to the adopted LTE
assumption.

4.4. Error budget

Table 4 lists an estimate of the errors that are due to typical un-
certainties in the stellar parameters. We adopted the uncertainties
on the stellar parameters as : �Te↵ =100 K, � log g = 0.20 dex,
and � ⇠ = 0.2 km s�1. These are typical uncertainties used to
estimate the sensitivity of each parameter on the abundance de-
termination. These adopted uncertainties for Te↵ and log g are
of the order of the standard deviation found between the stel-
lar parameters derived using MyGisFos (Sbordone et al. 2014)
taken in Cescutti et al. (2022) and the stellar parameters obtained
by Starhorse (Anders et al. 2019). More details can be found in

Cescutti et al. (2022). The 0.2 km/s error on the microturbulence
velocity corresponds to the acceptable variation of this param-
eter, giving abundances of Fe i independently of the excitation
potential of the line. A change in the stellar parameters leads to
a change in the [X/Fe] abundance derived for the star.

These errors were estimated by varying Te↵ , log g, and ⇠ in
the model atmosphere of BD+11 2896. We chose this star as the
determination of the abundances of all the elements analysed in
the article was possible.

As the stars in our sample have stellar parameters close to
BD+11 2896, the other stars yield similar results. In particular,
this is also the case for the lower metallicity range of our sample
of stars.

The total error was estimated by adding the quadratic sum of
the uncertainties in the stellar parameters and the error in the fit-
ting procedure of the synthetic spectrum and the observed spec-
trum (the main source of error comes from the uncertainty in the
placement of the continuum). The error in the fitting procedure
can be estimated by determining the line-to-line scatter of the
abundance when several lines of a given element are available.
These errors are given in Table ??.

5. Results

In Table ??, we present the results of the abundance determina-
tion. For each element, we give the [X/H] ratios and the �(X),
calculated as the standard deviation of the mean value when
abundance determination from several lines is given. [Fe i/H] and
[Fe ii/H] are from MINCE I. Hyphens in the table means that
the corresponding line was severely blended and the blend was
dominated by other lines, rendering an abundance determination
impossible.

5.1. General comparison with literature results

In Figs. 2 to 4 we show our results, compared with data from a
large compilation of results found in the SAGA database (Suda
et al. 2008). In this compilation, all the abundance ratios [X/Fe]
have been recalculated with the solar abundances of Asplund
et al. (2009). We did not apply any abundance corrections to
take into account the di↵erence between the solar abundances
adopted in our study and the ones used in the SAGA database
data. For all the elements but one (Lanthanum), the di↵erence
ranges from 0.00 to 0.05. For La, our adopted solar abundance
is 0.09 dex higher than in Asplund et al. (2009). We have also
added (shown with black symbols) the abundance results from
François et al. (2007), using the large programme “First Stars”
sample (Cayrel et al. 2004). Although the “First Stars” sample is
dedicated to extremely metal-poor stars, their abundances have
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DELIVERABLES
• Database of 3D NLTE Abundance Corrections:

• D5.1, month 24 “Publish on the ChETEC-INFRA web page a first version of 3D NLTE abundance 
corrections grid for a limited number of chemical elements”

• D5.3, month 42 “Scientific publication on a new grid of 3D hydrodynamical model atmospheres 
covering the range of stellar atmospheric parameters from dwarf to giant stars”

• D5.5, month 48 “Publish on ChETEC-INFRA web page an open-access web-based database of 3D 
NLTE abundance corrections for a number of key s-process chemical elements computed using the 
new 3D hydro grid”

• Homogeneous Open-Source Stellar Pipeline:
• D5.2, month 30 “Publish open-source pipeline on project web page”
• D5.4, month 42 “Publish on project web page open-access web-based database of corrections of 

surface abundances for the effects of stellar evolution”

ALL DONE
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SCHOOLS, OUTREACH
• First ChETEC-INFRA Observational School in Ondrejov, July 2023:

• ~20 students
• 3 nights of remote observations with NOT, lots of data obtained for the analysis
• successful usage of webSME pipeline by students to analyze the data obtained
• students (and lecturers!) excited!

• Second ChETEC-INFRA Observational School: Prague, July 2025:
• ~20 students
• 4 x 0.5 nights of remote observations with NOT, lots of data obtained for the analysis
• successful usage of webSME pipeline by students to analyze the data obtained
• students (and lecturers!) excited!

• Masterclass by Hannes Nitsche et al. on cosmological lithium problem, utilizes the webSME pipeline

ChETEC-INFRA WP5: results
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HIRING OF PERSONNEL
• 2-year PDRA at the Astrophysical Institute Potsdam (Andrew J. Gallagher)
• 2-year PDRA (1-year funding from ChETEC-INFRA) at Uppsala Observatory (Johannes Puschnig)
• 2-year PDRA at the Trieste Astronomical Observatory (Chi Thanh Nguyen)
• 1-year PDRA at Vilnius University (Jonas Klevas / Edgaras Kolomiecas)
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SUMMARY AND CONCLUSIONS
• Goals of ChETEC-INFRA WP5 achieved, deliverables completed
• New collaboration networks and teams have been built
• Obtained scientific results shared not only with the community, but with the broader society, too
• Two schools for young scientists organized, both highly ranked by the students

ChETEC-INFRA – A KEY VEHICLE FOR ACHIEVING ALL THIS

ChETEC-INFRA WP5: conclusions
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THANK YOU!
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