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Deep learning methods have found profound success in recent years in solving complex tasks such as in the
field of computer vision, speech recognition, and security applications. The robustness of these deep learning
models has been found to be vulnerable to adversarial examples. These are perturbed samples, which are
imperceptible to the human eye, that lead the model to erroneous output decisions. In this study, we adapt and
introduce two geometric metrics, namely density, and coverage, and evaluate their use in detecting adversarial
samples in batches. We empirically study the metrics using MNIST and real-world biomedical datasets, from
MedMNIST, subjected to two different adversarial attacks. Our experiments show promising results.
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