
Bertrand PLEZ, Montpellier University, and CNRS, France

Tools and techniques for 
modeling stellar spectra in 1D LTE

ChETEC INFRA SNAQs        How to interpret stellar spectra? 
November 10, 2021



The solar spectrum (without telluric absorptions)

Many lines! => Large amount of data needed to correctly model this



These are high S/N spectra.  
All wiggles are lines!

Other spectacular examples

Betelgeuse, a red Supergiant star. 
Large absorption bands in the 
optical are mostly due to TiO

spectra of red giant stars  
in the 671nm Li I line region



How do we model these spectra, in order to derive stellar 
parameters, in particular chemical composition?


=> Compute a model atmosphere and compare the emergent 
spectrum with observations.


Atomic and molecular lines being ubiquitous in stellar spectra, 
we need lots of (good) data


Deriving stellar parameters



Model atmospheres (1D)



Stellar atmosphere models: what for?

Stellar atmosphere models are needed for:


• computing line profiles / spectra / limb darkening …

• deriving stellar parameters / diagnostics from observations

• boundary condition for interior models or winds


T, P, v, B, … vs (x,y,z)

or more simply T(r), P(r)


A given model is defined by fundamental parameters : 

                   at least Teff , logg, abundances

                   +M, R, or L for a spherical model

In addition there may be parameters for convection (mixing-length, …)




Stellar atmosphere models: parameters

• Star	of	mass	M,	radius	R,	luminosity	L	(total	emitted	power)	[W]	
• 		gravity:	g=	GM/R2	
• Bolometric	flux,	Fbol	[W/m2]:	 		 L	=	4πR2	Fbol	 	

• Fbol	=	∫Fλdλ 	 	 Fλ = monochromatic	flux,	[W/m3]	

• Effective	temperature:			 	 	 Fbol	=	σTeff4					 	 	
	 Teff	is	the	temperature	of	the	black	body	emitting	the	same	bolometric	flux	
	 	 	 	 	 (reason	for	that	convention	obvious	in	next	slide)	
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Ingredients for model atmospheres

• Geometry: 3D, 1D (PP or Sph)

• Dynamics: (magneto-)hydrodynamics / static

• equation of state : T, Pe, Pg with most/all atoms and many ions, up to 

hundreds of molecules, … solids

• Radiative transfer plays a central role: N/LTE, polarization, … coupling with 

hydrodynamics
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Ingredients for model atmospheres

• Geometry: 3D, 1D (PP or Sph)

• Dynamics: (magneto-)hydrodynamics / static

• equation of state : T, Pe, Pg with most/all atoms and many ions, up to 

hundreds of molecules, … solids

• Radiative transfer plays a central role: N/LTE, polarization, … coupling with 

hydrodynamics


Requires great quantities of physical data:

e.g., partition functions, ionisation and dissociation energies, line positions, 
strengths, broadening, hfs, Landé factors, cross-sections for collisional 
excitation/ionisation, photoionisation


In 3D, calculations become tremendously expensive, esp. with NLTE.


Next: a few examples to demonstrate this is worth the effort.


(note: not at all exhaustive, many such works through the years, I just picked a few. I apologise for those 
not represented here.)



Sodium in metal-poor stars
1082 S. M. Andrievsky et al.: NLTE determination of the sodium abundance

Fig. 1. [Na/Fe] vs. [Fe/H] for an homogeneous sample of EMP stars
(Cayrel et al. 2004; Bonifacio et al. 2006): dwarfs (black dots), low
RGB stars (grey dots), and upper RGB stars (open circles). The abun-
dance of Na is deduced from the D lines through an LTE analysis. As
a mean, the ratio [Na/Fe] is lower in turn-off stars (black dots) than
in RGB stars and is also lower in lower RGB stars (grey dots) than in
upper RGB stars (open circles). This graph suggests a variation of the
computed sodium abundance with the gravity, which could be the con-
sequence of an NLTE effect.

Bonifacio et al. (2006) through a careful NLTE analysis, and we
discuss the new trends obtained.

2. The star sample

The spectra used here have been presented in detail in Cayrel
et al. (2004) and Bonifacio et al. (2006). The observations were
performed with the ESO VLT and its high resolution spectro-
graph UVES (Dekker et al. 2000). The spectra have a resolv-
ing power of 43 000 in the region of the D lines and a typi-
cal S/N ratio per pixel of ∼200; they have been reduced using
the UVES context (Ballester et al. 2000) within MIDAS. Stellar
parameters (effective temperature, surface gravity, microturbu-
lent velocity, and metallicity) for each star have been taken from
Cayrel et al. (2004) and Bonifacio et al. (2006).

3. Method of analysis

To derive the sodium abundance in the program stars, we
perform an NLTE analysis of the two resonant sodium D1
and D2 lines (only these lines are seen in the spectra of
the EMP stars) using a modified version of the MULTI code
(Carlsson 1986). These modifications are described in Korotin
et al. (1999a,b). To more adequately calculate the continuous
opacity taking into account the absorption produced by the great
number of spectral lines, the additional opacity sources from
ATLAS9 (Kurucz 1992) are included. Simultaneous solution of
the radiative transfer and statistical equilibrium equations are
obtained using the approximation of a complete frequency re-
distribution for all the sodium lines. Atmosphere models of ap-
propriate metallicity are interpolated in Kurucz’s grid of stellar
atmosphere models (microturbulent velocity 2 km s−1, α =
1.25). This modified code has already been used for NLTE abun-
dance determination of carbon, oxygen, and sodium in stars
of different types (see, e.g., Korotin et al. 1999a,b; Korotin &
Mishenina 1999; Andrievsky et al. 2001, 2002, and references
therein).

We employ the modified model of the sodium atom (first
considered by Sakhibullin 1987) that consists of 27 energy levels
of Na I atoms in addition to the ground level of the Na II ion. The
fine splitting has been taken into account only for the 3p level.
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Fig. 2. Departure coefficients in atmospheres of dwarfs and giants of the
different metallicities.

This enables one to calculate the sodium doublet more precisely.
The radiative transitions between the first 20 levels of Na I and
the ground level of Na II are considered, while transitions be-
tween the other levels are used for the particle number conser-
vation. Linearization includes 46 b−b and 20 b− f transitions.
Radiative rates for 34 transitions are fixed. Photoionization rates
were taken from TOPBASE. Collisions with electrons, as well
as with hydrogen atoms, have been included.

Figure 2 shows the behaviour of the departure coefficients of
Na I for dwarfs and giants of different metallicities. It is clearly
seen that within the region of the line-formation in the atmo-
sphere, the lower levels of the Na I atom are overpopulated,
leading to a larger opacity in D1, 2 lines compared to the pure
LTE case, and therefore to larger equivalent widths of these lines.
This means that NLTE abundance corrections will be negative.

To find the relative-to-solar sodium abundance, we computed
NLTE sodium abundance in the Sun. This was done with the
following lines: 4496.05, 4982.81, 5148.84, 5682.63, 5688.20,
5889.95, 5895.92, 6154.22, 6160.75, 8183.25, 8194.82, and
12 679.14 Å. Their profiles were extracted from the Kurucz
et al. (1984) solar flux spectrum. Similarly to the stellar spec-
tra analysis, to derive the NLTE sodium abundance in the Sun,
we used the solar atmosphere model from the Kurucz’s grid and
the solar microturbulent velocity recommended by Maltby et al.
(1986). Our NLTE solar sodium abundance is ϵ(Na)⊙ = 6.25 ±
0.04, in agreement with the value found by Baumüller et al.
(1998): ϵ(Na)⊙ = 6.30 ± 0.03, and Mashonkina et al. (2000):
ϵ(Na)⊙ = 6.20. The value ϵ(Na)⊙ = 6.25 will be used later, as
a reference to determine [Na/H].

4. Results

New sodium abundances have been deduced from NLTE profiles
of the D lines for our sample of EMP stars. Typical uncertainty
in the derived sodium abundance is about ±0.05 (see Fig. 3).
Figure 4 shows the best fitting between observed and calculated
profiles for some EMP giants and dwarfs. In Table 1 the param-
eters of the models (Teff, log g and vt) which have been used and
the new sodium abundance in logarithm ϵ(Na) (for ϵ(H) = 12)

S. M. Andrievsky et al.: NLTE determination of the sodium abundance 1085

Fig. 5. Individual correction applying to an LTE analysis of the
Na D1 and D2 lines along the RGB, for metal-poor stars with
−4.0 < [Fe/H] < −2.5 and the hypothesis that [Na/Fe] = 0 .

Table 2. Abundance corrections (ϵ(NLTE) − ϵ(LTE)) for the D1 and
D2 lines.

[M/H] –2.5 –3.0 –3.5 –4.0
Teff = 4500 log g = 0.8

EW corr EW corr EW corr EW corr
D1 182 –0.48 138 –0.63 107 –0.44 81 –0.24
D2 161 –0.54 122 –0.52 93 –0.32 66 –0.14

Teff = 4600 log g = 1.0
D1 167 –0.62 – – – – – –
D2 149 –0.60 – – – – – –

Teff = 4750 log g = 1.4
D1 151 –0.65 124 –0.53 100 –0.34 74 –0.13
D2 135 –0.58 110 –0.41 85 –0.20 57 –0.08

Teff = 5000 log g = 2.0
D1 142 –0.59 115 –0.44 91 –0.24 63 –0.08
D2 126 –0.52 100 –0.31 75 –0.14 45 –0.06

Teff = 5250 log g = 2.7
D1 137 –0.56 108 –0.39 82 –0.19 52 –0.06
D2 119 –0.47 92 –0.28 64 –0.12 34 –0.06

Teff = 5550 log g = 3.3
D1 122 –0.49 95 –0.32 67 –0.14 38 –0.06
D2 105 –0.38 79 –0.22 49 –0.09 23 –0.06

Teff = 6000 log g = 3.7
D1 101 –0.39 75 –0.22 45 –0.10 21 –0.06
D2 85 –0.28 57 –0.13 29 –0.08 12 –0.06

Teff = 6350 log g = 4.1
D1 88 –0.34 61 –0.18 32 –0.09 13 –0.06
D2 72 –0.23 43 –0.12 19 –0.08 7 –0.06

the Woosley & Weaver (1995) yields from massive stars, but use
different initial-mass functions, star formation rates, and other
model specifications, which can explain the slight differences in
the predictions.

Fig. 6. Individual corrections plotted as a function of the equivalent
widths of the lines for the different models given in Table 2. The
solid line represents the corrections for models with [Fe/H] = −2.5, the
dashed lines models with [Fe/H] = −3.0, the dotted-dashed lines mod-
els with [Fe/H] = −3.5, and the dotted lines models with [Fe/H] = −4.0.
For a same equivalent width of the D lines the correction little depends
on the parameters of the models.

Fig. 7. [Na/Fe] vs. [Fe/H] for the sample of EMP stars. The symbols
are the same as in Fig. 1. The sodium abundance has been computed in
NLTE with a modified version of the program of Carlsson. The trend of
the [Na/Fe] ratio is flat in the region −4.0 < [Fe/H] < −2.5, and there
is a good agreement between the abundances of the giants and turn-off
stars. All the stars with [Na/Fe] > 0.1 have been found to be extra-
mixed, in Spite et al. (2005a).

In Fig. 8 our observations and those of Gehren et al. (2006)
are compared to the predictions of Timmes et al. (1995). These
authors predict a local minimum around [Fe/H] = −1.5 with
subsequent increasing of [Na/Fe] as the metallicity decreases to
[Fe/H] = −3. The predictions for two different values of the iron
yields from massive stars (which depend on the mass cut in the
massive supernovae) are represented in the figure. Between mod-
els T(A) and T(B), the mass of iron ejected by SN II differs by
a factor of two. At a metallicity higher than [Fe/H] = −3, there is
a rather good agreement with the predictions of the model T(A),

LTE Na abundances differ in dwarfs  
and giants

NLTE Na abundances are similar in dwarfs  
and giants

Andrievski et al. 2007, A&A 464, 1081
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Fig. 1. [Na/Fe] vs. [Fe/H] for an homogeneous sample of EMP stars
(Cayrel et al. 2004; Bonifacio et al. 2006): dwarfs (black dots), low
RGB stars (grey dots), and upper RGB stars (open circles). The abun-
dance of Na is deduced from the D lines through an LTE analysis. As
a mean, the ratio [Na/Fe] is lower in turn-off stars (black dots) than
in RGB stars and is also lower in lower RGB stars (grey dots) than in
upper RGB stars (open circles). This graph suggests a variation of the
computed sodium abundance with the gravity, which could be the con-
sequence of an NLTE effect.

Bonifacio et al. (2006) through a careful NLTE analysis, and we
discuss the new trends obtained.

2. The star sample

The spectra used here have been presented in detail in Cayrel
et al. (2004) and Bonifacio et al. (2006). The observations were
performed with the ESO VLT and its high resolution spectro-
graph UVES (Dekker et al. 2000). The spectra have a resolv-
ing power of 43 000 in the region of the D lines and a typi-
cal S/N ratio per pixel of ∼200; they have been reduced using
the UVES context (Ballester et al. 2000) within MIDAS. Stellar
parameters (effective temperature, surface gravity, microturbu-
lent velocity, and metallicity) for each star have been taken from
Cayrel et al. (2004) and Bonifacio et al. (2006).

3. Method of analysis

To derive the sodium abundance in the program stars, we
perform an NLTE analysis of the two resonant sodium D1
and D2 lines (only these lines are seen in the spectra of
the EMP stars) using a modified version of the MULTI code
(Carlsson 1986). These modifications are described in Korotin
et al. (1999a,b). To more adequately calculate the continuous
opacity taking into account the absorption produced by the great
number of spectral lines, the additional opacity sources from
ATLAS9 (Kurucz 1992) are included. Simultaneous solution of
the radiative transfer and statistical equilibrium equations are
obtained using the approximation of a complete frequency re-
distribution for all the sodium lines. Atmosphere models of ap-
propriate metallicity are interpolated in Kurucz’s grid of stellar
atmosphere models (microturbulent velocity 2 km s−1, α =
1.25). This modified code has already been used for NLTE abun-
dance determination of carbon, oxygen, and sodium in stars
of different types (see, e.g., Korotin et al. 1999a,b; Korotin &
Mishenina 1999; Andrievsky et al. 2001, 2002, and references
therein).

We employ the modified model of the sodium atom (first
considered by Sakhibullin 1987) that consists of 27 energy levels
of Na I atoms in addition to the ground level of the Na II ion. The
fine splitting has been taken into account only for the 3p level.
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Fig. 2. Departure coefficients in atmospheres of dwarfs and giants of the
different metallicities.

This enables one to calculate the sodium doublet more precisely.
The radiative transitions between the first 20 levels of Na I and
the ground level of Na II are considered, while transitions be-
tween the other levels are used for the particle number conser-
vation. Linearization includes 46 b−b and 20 b− f transitions.
Radiative rates for 34 transitions are fixed. Photoionization rates
were taken from TOPBASE. Collisions with electrons, as well
as with hydrogen atoms, have been included.

Figure 2 shows the behaviour of the departure coefficients of
Na I for dwarfs and giants of different metallicities. It is clearly
seen that within the region of the line-formation in the atmo-
sphere, the lower levels of the Na I atom are overpopulated,
leading to a larger opacity in D1, 2 lines compared to the pure
LTE case, and therefore to larger equivalent widths of these lines.
This means that NLTE abundance corrections will be negative.

To find the relative-to-solar sodium abundance, we computed
NLTE sodium abundance in the Sun. This was done with the
following lines: 4496.05, 4982.81, 5148.84, 5682.63, 5688.20,
5889.95, 5895.92, 6154.22, 6160.75, 8183.25, 8194.82, and
12 679.14 Å. Their profiles were extracted from the Kurucz
et al. (1984) solar flux spectrum. Similarly to the stellar spec-
tra analysis, to derive the NLTE sodium abundance in the Sun,
we used the solar atmosphere model from the Kurucz’s grid and
the solar microturbulent velocity recommended by Maltby et al.
(1986). Our NLTE solar sodium abundance is ϵ(Na)⊙ = 6.25 ±
0.04, in agreement with the value found by Baumüller et al.
(1998): ϵ(Na)⊙ = 6.30 ± 0.03, and Mashonkina et al. (2000):
ϵ(Na)⊙ = 6.20. The value ϵ(Na)⊙ = 6.25 will be used later, as
a reference to determine [Na/H].

4. Results

New sodium abundances have been deduced from NLTE profiles
of the D lines for our sample of EMP stars. Typical uncertainty
in the derived sodium abundance is about ±0.05 (see Fig. 3).
Figure 4 shows the best fitting between observed and calculated
profiles for some EMP giants and dwarfs. In Table 1 the param-
eters of the models (Teff, log g and vt) which have been used and
the new sodium abundance in logarithm ϵ(Na) (for ϵ(H) = 12)
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Fig. 5. Individual correction applying to an LTE analysis of the
Na D1 and D2 lines along the RGB, for metal-poor stars with
−4.0 < [Fe/H] < −2.5 and the hypothesis that [Na/Fe] = 0 .

Table 2. Abundance corrections (ϵ(NLTE) − ϵ(LTE)) for the D1 and
D2 lines.

[M/H] –2.5 –3.0 –3.5 –4.0
Teff = 4500 log g = 0.8
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D1 182 –0.48 138 –0.63 107 –0.44 81 –0.24
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D1 167 –0.62 – – – – – –
D2 149 –0.60 – – – – – –
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D2 135 –0.58 110 –0.41 85 –0.20 57 –0.08
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D1 142 –0.59 115 –0.44 91 –0.24 63 –0.08
D2 126 –0.52 100 –0.31 75 –0.14 45 –0.06

Teff = 5250 log g = 2.7
D1 137 –0.56 108 –0.39 82 –0.19 52 –0.06
D2 119 –0.47 92 –0.28 64 –0.12 34 –0.06

Teff = 5550 log g = 3.3
D1 122 –0.49 95 –0.32 67 –0.14 38 –0.06
D2 105 –0.38 79 –0.22 49 –0.09 23 –0.06

Teff = 6000 log g = 3.7
D1 101 –0.39 75 –0.22 45 –0.10 21 –0.06
D2 85 –0.28 57 –0.13 29 –0.08 12 –0.06

Teff = 6350 log g = 4.1
D1 88 –0.34 61 –0.18 32 –0.09 13 –0.06
D2 72 –0.23 43 –0.12 19 –0.08 7 –0.06

the Woosley & Weaver (1995) yields from massive stars, but use
different initial-mass functions, star formation rates, and other
model specifications, which can explain the slight differences in
the predictions.

Fig. 6. Individual corrections plotted as a function of the equivalent
widths of the lines for the different models given in Table 2. The
solid line represents the corrections for models with [Fe/H] = −2.5, the
dashed lines models with [Fe/H] = −3.0, the dotted-dashed lines mod-
els with [Fe/H] = −3.5, and the dotted lines models with [Fe/H] = −4.0.
For a same equivalent width of the D lines the correction little depends
on the parameters of the models.

Fig. 7. [Na/Fe] vs. [Fe/H] for the sample of EMP stars. The symbols
are the same as in Fig. 1. The sodium abundance has been computed in
NLTE with a modified version of the program of Carlsson. The trend of
the [Na/Fe] ratio is flat in the region −4.0 < [Fe/H] < −2.5, and there
is a good agreement between the abundances of the giants and turn-off
stars. All the stars with [Na/Fe] > 0.1 have been found to be extra-
mixed, in Spite et al. (2005a).

In Fig. 8 our observations and those of Gehren et al. (2006)
are compared to the predictions of Timmes et al. (1995). These
authors predict a local minimum around [Fe/H] = −1.5 with
subsequent increasing of [Na/Fe] as the metallicity decreases to
[Fe/H] = −3. The predictions for two different values of the iron
yields from massive stars (which depend on the mass cut in the
massive supernovae) are represented in the figure. Between mod-
els T(A) and T(B), the mass of iron ejected by SN II differs by
a factor of two. At a metallicity higher than [Fe/H] = −3, there is
a rather good agreement with the predictions of the model T(A),

LTE Na abundances differ in dwarfs  
and giants

NLTE Na abundances are similar in dwarfs  
and giants

Andrievski et al. 2007, A&A 464, 1081
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Note that abundances are quoted like this: 

A(X) = log[n(X)/n(H)] + 12 

[X/H] = A(X) - A(X)☉ 

[X/H] = log[n(X)/n(H)] - log[n(X)/n(H)]☉ 

[X/H] = -2   means X/H is 1/100 solar X/H

Most of the time in stellar spectroscopy



Why accurate abundances? one example

Atomic diffusion and the primordial Li problem. 

very accurate abundances are necessary!

Korn et al. 2007, ApJ 671, 402;  Korn et al. 2006, Nature 442, 657

NB: required modelling Fe in NLTE, and carefully establishing

the Teff scale (based in particular on H line profiles) 



The art/science of deriving detailed abundances

Uranium abundance in CS31082-001: 


Cayrel et al. 2001, Nature 409, 691



The art/science of deriving detailed abundances

Uranium abundance in CS31082-001: 

0.1 dex difference in abundance corresponds to sub-percent variations of the 
flux level,  
and over 1 Gyr of uncertainty on the age.


Cayrel et al. 2001, Nature 409, 691



The art/science of deriving detailed abundances

Uranium abundance in CS31082-001: 

0.1 dex difference in abundance corresponds to sub-percent variations of the 
flux level,  
and over 1 Gyr of uncertainty on the age.


=> Importance of completeness of line lists with accurate line positions, gf-
values, partition functions, broadening and line formation mechanism, …

in addition to a good model atmosphere (i.e. T, P, (v) in the line forming region) !

Cayrel et al. 2001, Nature 409, 691



Is the Sun/solar system special?

Chemical Homogeneity of Sun-like Stars 9

Figure 6. [X/Fe] vs. age slopes m for all 29 elements in the sample, ordered by atomic number. The fitting procedure used to
derive these parameters is detailed in Section 3.3. Noticeable di↵erences are present between heavy (Z > 30) and light elements,
with s-process dominated elements exhibiting the most extreme age trends, as previously noted by Spina et al. (2018).

few examples discussed here serve as a demonstration
of the power of these data to constrain nucleosynthetic
yields and galactic chemical evolution models. More
broadly speaking, the observed GCE trends place the
Sun in context among its neighbors, showing that its
chemical composition is characteristic of other solar-
metallicity stars formed at the same epoch of galactic
history.

4.2. C/O and Mg/Si ratios

It is well established that the carbon-to-oxygen (C/O)
and magnesium-to-silicon (Mg/Si) abundance ratios
play a key role in the formation, atmospheric chemistry,
and interior structure in general for all types of planets,
and the possibility of plate tectonics and habitability of
terrestrial planets in particular (Kuchner & Seager 2005;
Madhusudhan et al. 2011; Öberg et al. 2011; Unterborn
et al. 2014; Unterborn & Panero 2017). The broad dis-
tribution of C/O and Mg/Si values found in large-scale
abundance surveys suggests that a significant fraction of
exoplanets are born in environments with very di↵erent
compositions than that of the primordial solar nebula
(Delgado Mena et al. 2010; Petigura & Marcy 2011;
Adibekyan et al. 2012; Bensby et al. 2014; Brewer &
Fischer 2016), and thus could have strikingly di↵erent
properties than the solar system planets (Bond et al.
2010; Carter-Bond et al. 2012; Unterborn et al. 2017).
We show the derived C/O and Mg/Si abundance ra-

tios from our solar twins abundance study in Figure 7.
As a comparison sample, FGK stars from the Brewer &
Fischer (2016) sample with log g > 3.5 dex and �0.2 <

Figure 7. Carbon-to-oxygen (C/O, top row) and
magnesium-to-silicon (Mg/Si, bottom row) abundance ratios
for solar-type stars in the solar neighborhood. Ratios are
shown as functions of stellar age (left) and iron abundance
(right). Values for a sample of FGK dwarfs in the same
metallicity range from Brewer & Fischer (2016) are plotted
in grey for comparison, with estimated uncertainties of 10%
for C/O and 3.3% for Mg/Si. By reducing model-dependent
bias we find that solar twins (plotted in two populations
following the same symbol conventions as Figure 3) exhibit
lower variance in composition than previously found: in par-
ticular, we find no significantly carbon-enriched stars, and
all Mg/Si values are consistent with being above unity. We
also see a clear evolution in Mg/Si with age, but no trends
with bulk metallicity are observed over the range of values
investigated.

Grey dots: Brewer & Fischer 2016, ApJ 831, 20 
Blue dots: Bedell et al. 2018, ApJ 865, 68 

Differential analysis of solar twins, i.e.:

within 100K in Teff, 0.1 in logg, 0.1 in 
[Fe/H]

=> most sytematic, model-dependent 
errors cancel out.


Result: much less scatter in 
abundances, trend of Mg/Si vs. age 8 Bedell et al.

Figure 5. The abundance pattern of the Sun compared to the average values in the solar twin sample. Error bars on the
abundances are empirically derived as the 1-� error on the mean of the sample. The abundances shown are derived from the full
79-star sample (blue circles) and for the GCE-corrected 68-star sub-sample (green triangles, see text for details). Linear trends
are fit to 25 refractory elements and the best-fit lines are shown. Relative to the typical solar twin, the Sun appears deficient in
refractory materials (or enhanced in volatiles).

same TC slope with only the o↵set parameter changing,
and by adopting [X/H] we are able to include [Fe/H] as
an additional data point. When determining the sample
average abundances, though, the propagation of individ-
ual stars’ [Fe/H] makes a di↵erence to the average calcu-
lated abundances (and therefore the resulting TC slope).
We made the choice to use [X/Fe] in an attempt to min-
imize the potential e↵ects of di↵usion processes in stars
of di↵erent ages or slightly di↵erent masses. The mag-
nitude of di↵usion e↵ects should be much smaller when
comparing an elemental abundance to iron (which dif-
fuses out of the photosphere like the other measured el-
ements) than when comparing to hydrogen (which actu-
ally increases in photospheric concentration over time).
While some residual e↵ects of di↵usion will be present
in the ratios of elements with varying masses and ionic
charges, it is expected that normalizing for [Fe/H] will
reduce these e↵ects to the level of the measurement un-
certainties (Dotter et al. 2017).
In practice, the di↵erence between h[ X

Fe
]i and h[X

H
]i is

negligible (below 0.005 dex for all elements), and we find
the same average TC trend regardless. The trend was fit
as in Section 3.4, with abundance uncertainties from the
scatter among the sample. The resulting TC fits for the
sample and for the GCE-corrected sample are shown in
Figure 5.

4. RESULTS & DISCUSSION

4.1. Galactic chemical evolution

The observed GCE trends among our sample (Figure
3) generally follow the trends of expected behavior from
nucleosynthetic theory. The ↵-elements like magnesium

and silicon increase with age as the occurrence of type Ia
supernovae relative to type II is lower in the earlier uni-
verse, with a discontinuity seen in the oldest, thick-disk-
like stellar populations (Gilmore et al. 1989). Sodium, as
an odd-Z light element, follows a similar trend but shows
hints of more complex evolution, as has been previously
noted in studies of sodium abundance as a function of
metallicity (Bensby et al. 2017). On the other hand, the
iron-peak element chromium varies identically to iron
through time, as expected.
Beyond these general categories of nucleosynthetic

production, we can resolve more subtle di↵erences
among the [X/Fe] vs. age behaviors for individual el-
ements. Figure 6 aggregates the observed GCE trends
as a function of atomic number. In addition to broad-
stroke di↵erences like heavy element (Z > 30) abun-
dances decreasing with stellar age and lighter elements
increasing, the element-to-element scatter in slope ex-
ceeds statistical uncertainties even within a nucleosyn-
thetic group. Among the heavy neutron-capture ele-
ments, a correlation with atomic number can be seen;
this behavior was previously shown in Spina et al. (2018)
and explained in terms of the changing fractional con-
tributions of s- and r-processes. Among the lighter
elements calcium is a notable outlier, having a slope
close to zero despite its nominal status as an alpha-
element. This behavior, which was also seen by Nissen
(2015), may be due to its production in sites with longer
delay times in addition to type II supernovae.
A full analysis of the nucleosynthetic information con-

tained in these results would likely require chemodynam-
ical models (e.g. Kobayashi & Nakasato 2011), but the

=> the Sun appears deficient in refractory

elements, relative to 93% of the twins.


To extend such studies to non-twin stars, we 
need better models!



Fitting the Li line of a cool red giant

García-Hernández et al. 2007, A&A 462, 711

Teff = 3000K

Absorption veil mostly due to TiO. 

The Li line is far below the continuum!

This is not the continuum level!
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Li in red giants



So, to model spectra, we need:


• models with a realistic T, P (v, …) structure

• accurate physical data, e.g., detailed line lists with accurate line 

positions, strengths, broadening parameters, partition functions, etc

• methods and codes to efficiently compute spectra at various 

approximation levels, e.g., 1D LTE or 3D NLTE

• and, be clever in choosing the spectral domain, which may not be 

possible when dealing with special lines (e.g. Li I , Pb I , U II, …). 
The IR is a domain of choice with new instruments coming-up and 
less line blending.

A&A proofs: manuscript no. Ba_nlte

tant barium is to galactic chemical evolution studies because it
traces the impact of neutron-capture nucleosynthesis, we present
a thorough analysis of the solar barium abundance using a hand-
ful of Ba ii optical lines computed using the two statistical equi-
librium codes and the same barium model atom.

The statistical equilibrium of Ba ii has already been a sub-
ject of several detailed studies (Mashonkina & Bikmaev 1996;
Mashonkina et al. 1999; Shchukina et al. 2009; Andrievsky et al.
2009; Korotin et al. 2015). The first such study was conducted by
Gigas (1988) in Vega. There are, however, important di↵erences
between our work and these earlier studies. First, we use the new
quantum-mechanical rates for transitions caused by inelastic col-
lisions with hydrogen atoms from Belyaev & Yakovleva (2018).
We also examine the impact dynamical gas flows have on Ba ii
by utilising a 3D radiative hydrodynamical model to compute
full 3D non-LTE radiative transfer, as well as 3D LTE, 1D LTE,
and 1D non-LTE. Ab initio collisional damping from Barklem
et al. (2000) was included in the linelist.

It has been observationally confirmed that the Ba ii resonance
line at 4554 Å is sensitive to the chromospheric e↵ects2, and so
naturally a polarised spectrum of the resonance line is also sen-
sitive to the quantum interferences (see, e.g. Kostik et al. 2009;
Shchukina et al. 2009; Belluzzi & Trujillo Bueno 2013; Smitha
et al. 2013; Kobanov et al. 2016), however, this is beyond the
scope of this paper.

The paper is structured as follows. In Sect. 2 we describe
the observations, we detail the model atmospheres, model atoms
and spectral synthesis codes; in Sect. 3.2 we discuss the impact
that various model assumptions have on our results; in Sect. 5
we describe the analysis and results from our Ba ii line analysis;
and in Sect. 6 we summarise the study.

2. Models and Observations

2.1. Solar spectrum

The solar spectrum is taken from the Kitt Peak National Obser-
vatory (KPNO) solar atlas published by Kurucz et al. (1984).
This solar atlas covers the spectral range of 3 000 to 13 000 Å at
a typical resolution R ⌘ �

�� = 400 000. Although newer solar
spectra exist such as the PEPSI spectrum provided by Strass-
meier et al. (2018), we chose to work with the former atlas as it
has a very high resolution, roughly twice that of the latter. Never-
theless, comparisons of these two spectra have previously been
made and they were found to be in very good agreement with
one-another (Osorio et al. 2019).

2.2. 1D model atmosphere

We use the MARCS model atmosphere that was computed for
the Sun from the opacity sampled grid published in Gustafs-
son et al. (2008). The solar parameters of this model are
Te↵/ log g/[Fe/H] = 5777/4.44/0.00 and include a mixing
length parameter, ↵MLT = 1.50. The solar composition used to
compute the model opacities are based on those published in
Grevesse et al. (2007).

2.3. 3D model atmosphere

For the work presented in this study we make use of the
solar stagger (Nordlund et al. 1994; Nordlund & Galsgaard
2 both FAL-C semi-empirical models and a 3D radiative hydrodynam-
ical model from Asplund et al. (2000) were used.
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Fig. 1. 3D,1D and h3Di temperature structure.

1995) model with stellar parameters Te↵/ log g/[Fe/H] =
5777 K/4.44/0.0, from the staggermodel atmosphere grid (Col-
let et al. 2011; Magic et al. 2013). A 3D model consists of a se-
ries of computational boxes that represent a time series, which
are commonly referred to a snapshots. These snapshots are se-
lected from a larger time series of snapshots that are produced
from the stagger code and are selected at a time when the sim-
ulation has reached dynamical and thermal relaxation. For our
purposes – and for the sake of time – we have chosen to work
with five snapshots, each consisting of 240⇥240⇥230 grid points
which cover a geometrical volume of 7.96 ⇥ 7.96 ⇥ 3.65 Mm in
the x, y, and z dimensions, respectively. These are used as in-
dependent input for our statistical equilibrium code MULTI3D
(Sect. 2.5) and then the output are averaged together, therefore
applying the ergodic approximation that averaging in time is
equivalent to averaging over space. In this case it is assumed that
averaging in time is equivalent to averaging across the disc of the
Sun. The emergent fluxes from these snapshots have an equiva-
lent width variance of only ⇠ 0.75 mÅ, suggesting that including
further snapshots to the study will not greatly improve the results
presented in this study, only increase the computational times.

Line opacities were collected from the MARCS database and
are sorted into 12 opacity bins. Continuous absorption and scat-
tering coe�cients are taken from Hayek et al. (2010). Impor-
tantly, and unlike an equivalent 1D model, 3D models provide
x, y, and z velocity fields for every voxel meaning that post-
processing spectrum synthesis codes provide more accurate ap-
proximations for the Doppler broadening, including asymmetric
line profiles, which result from these gas flows.

We also make use of the averaged 3D model to help make
qualitative comparisons between the full 3D and 1D models,
however, we do not use it with MULTI 2.3 or MULTI3D. A
h3Dimodel is computed from a 3D model by spatially averaging
the thermal structure of the 3D computational box over surfaces
of equal Rosseland optical depth. As this can be performed in
several di↵erent ways, comparing results from di↵erent studies
that do not specify their averaging techniques is ultimately self-
defeating.

Figure 1 depicts the 3D solar temperature structure (blue 2D
histogram), along with the 1D MARCS (dashed line) and h3Di
(solid red line) temperature structures. It is clear that the av-
erage temperature of the full 3D model and the 1D model are
fairly consistent in the outermost regions of the atmosphere (as
seen by comparing the 1D with the h3Di model). However, in
deeper regions of the models – where the continuum usually
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T and P stratification

• Pressure stratification is ruled by gravity


• Temperature stratification depends on energy flux at the 
base of atmosphere (Teff), and how it is transported, i.e. 
opacities and convection



Opacities

Continuum and line opacities impact the thermal structure and the spectrum


=> For the thermal structure we need to include all sources, at least in a 
statistical way. Very accurate line positions are not necessary.
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In addition : line broadening (collisions with e, H, …), hfs, isotopic shifts, …


For cool stars : many molecules, possibly dust




Opacities

Continuum and line opacities impact the thermal structure and the spectrum


=> For the thermal structure we need to include all sources, at least in a 
statistical way. Very accurate line positions are not necessary.


=> For the spectrum we need accurate line positions


In addition : line broadening (collisions with e, H, …), hfs, isotopic shifts, …


For cool stars : many molecules, possibly dust


And now … a few illustrations of the importance of securing the best and 
most complete opacities 



Radiative	energy	balance	requires:	

at	every	level	in	atmosphere	
	 Jλ	:	radiation	from	(hotter)	deeper	layers	

	 Bλ	:	local	(cooler)	radiation	field	

Effect of lines on the thermal structure  
(line blanketing)

€ 

q = κλ∫ (Jλ − Bλ )dλ = 0



Radiative	energy	balance	requires:	

at	every	level	in	atmosphere	
	 Jλ	:	radiation	from	(hotter)	deeper	layers	

	 Bλ	:	local	(cooler)	radiation	field	

• In	the	blue	Jλ−Bλ	>	0	and	in	the	red	Jλ−Bλ	<	0		

	=>	if	an	opacity	is	efficient	in	upper	atmospheric	layers:	
heating	(e.g.	TiO	in	optical)	or	cooling	(e.g.	H2O,	C2H2	in	IR).	 	

		
• and	backwarming	deeper,	because	the	flux	is	blocked.

Effect of lines on the thermal structure  
(line blanketing)

€ 

q = κλ∫ (Jλ − Bλ )dλ = 0
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Metal-poor 

Gustafsson et al. 2008, A&A 486, 951  

Model atmospheres
Illustration with classical models:


• 1D 

• homogeneous

• hydrostatic

• Local Thermodynamic Equilibrium 

(LTE) 

• convection: mixing-length theory

• detailed radiative transfer with       

> 105 wavelengths 
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Metal-rich 

Metal-poor 

Gustafsson et al. 2008, A&A 486, 951  

Model atmospheres
Illustration with classical models:


• 1D 

• homogeneous

• hydrostatic

• Local Thermodynamic Equilibrium 

(LTE) 

• convection: mixing-length theory

• detailed radiative transfer with       

> 105 wavelengths 

opacities affect the thermal structure 
(line blanketing)


1D models include the description of 
opacities in great detail. This is their major 
advantage, … and they are quick to 
compute!
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Fig. 6. The temperature as function of geometrical depth
in model atmospheres of a red giant star of Teff = 3000 K,
log(g) = 0.0, Z = Z⊙, and C/O = 0.43. Depth is given in
units of 106 km, and the surface (depth = 0) is defined as the
uppermost computed layer, where log(τRoss)≈ −5. The mod-
els differ by the completeness of the H2O absorption coefficient
included in the opacity. Only lines stronger than the limiting
intensity (in km mol−1 at 3500 K) indicated with the legend
are considered in each model.

has almost no effect on the structure, whereas inclusion of
the remaining ≈20% of the opacity forces the atmosphere
to increase ≈50% in size (from 13 to almost 20 million km
from atmospheric top to bottom). Note also the great sim-
ilarity (almost indistinguishability) of the models based on
10 million, 30 million, and 3 billion lines, respectively.

The model atmospheres shown here were computed
based on the marcs code, originally introduced by
Gustafsson et al. (1975), and with updates and most of
the modifications relevant for the present work being de-
scribed in Jørgensen et al. (1992) and Jørgensen (1997).
In addition to water, the models in Fig. 6 include opacities
from TiO, CO, SiO, and OH. If TiO (the other strong ab-
sorber in these types of stars) is excluded from the opacity
(as in Jørgensen et al. 1994), the effect of inclusion of the
weak H2O lines is even more pronounced than shown in
Fig. 6. Also for dwarf stars, where the role of TiO rela-
tive to H2O is smaller, the effect of the weak H2O lines is
bigger than illustrated in Fig. 6.

7. Comparison with stellar spectra

In Fig. 7 we show an observed SWS1 spectrum of the
semiregular variable M-type giant star SVPeg, obtained
with the Infrared Space Observatory (ISO). Details of this
spectrum as well as other cool M-type stars from our ISO
observation program will be discussed separately in a sec-
ond paper (Aringer et al. 2000, in preparation). Together
with the observed spectrum is also shown in Fig. 7 a syn-
thetic spectrum, computed from a model atmosphere of
Teff = 2900K, log g = 0, Z = Z⊙, and the present line list
of H2O (plus the opacity from TiO, CO, SiO, and OH,
and with the model and the spectrum computed mutually
consistent).

Fig. 7. Comparison of an observed ISO spectrum of the M-type
giant SVPeg (thick black line) and our computed spectrum
(thin grey line) in the region 2 to 5 µm. Upper convolving line
indicate the synthetic continuum flux.

Several vibrational bands of H2O contribute to the
observed spectrum in this region. The two strongest
ones are the 001 fundamental (centered at 2.66µm)
and the 100 fundamental (centered at 2.73µm). As
noted above, our computed integrated band intensities
of these (at room temperature) are 45.4 km mol−1 and
2.12 km mol−1, respectively, while the listed values in
hitran are 43.4 km mol−1 and 2.98 km mol−1, re-
spectively. Also several combination bands contribute in
this region, the strongest one being the bending vibra-
tion first overtone 020 at 3.17µm, with a calculated and
listed intensity of 0.61 km mol−1 and 0.456 km mol−1,
respectively.

Other molecules than H2O contribute to the absorp-
tion in the SWS1 ISO region in M-type stars, too. The
most pronounced in the region plotted in Fig. 7 are OH,
CO, and SiO. The individual contributions of each of
these molecules to the spectrum in Fig. 7 are shown
in panels 1 (OH), 2 (CO), and 3 (SiO) (from the top)
in Fig. 8, together with the contribution of H2O (low-
est panel). All spectra in Fig. 8 are computed based on
the same model atmosphere structure, but including only
the named species in the spectrum computation. While
H2O is the dominant absorber in all of the spectral re-
gion plotted, also CO and SiO contribute substantially
in the long-wavelength part of the region, and near the
short-wavelength edge of the SWS1 spectral capability
at 2.3 µm.

In Fig. 9 we show again the ISO spectrum of SVPeg
in the 2.3−4.5µm spectral region. From top to bottom
in the figure, the panels show in addition to the observed
spectrum, the synthetic spectra computed from (1) our
present Scan H2O line list, (2) a sub-set of this list con-
sisting only of the lines with an intensity stronger than
10−5 km mol−1 at 3500K, (3) the PS97 list, and (4) the
hitran data base line list. All spectra are calculated from
a model atmosphere with the same fundamental param-
eters as in Figs. 7 and 8, and with the same line data

Importance of using sufficiently complete line lists 
when computing stellar atmospheres

Jørgensen et al. 2001, A&A 372, 249
NB: line limit is in km/mol @ 3500K



1992 

2008 

In 1992 MARCS models, H2O opacity 
was underestimated, resulting in hotter 
surface layers (300K).

Gustafsson et al. 2008

Importance of using sufficiently 
complete line lists when 
computing stellar atmospheres



Importance of including all contributing species when calculating 
spectra



Impact on the model structure
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MARCS model of the solar spectrum

For less extreme stars the situation is not that bad!
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In need of improvement at some other places

Chromosphere will

kick in anyway…



Eddington	Barbier	approximation:	
	 	 	 I(𝜇)	≅		S(𝜏=1)

Limb darkening

𝜏=1	surface		
for	observer

A stringent test of models
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Solar continuum limb darkening: 1D models
1D models do not reproduce the solar limb darkening. 

Their thermal gradient is too steep

disk center

limb



1D LTE model atmosphere codes and grids

MARCS (Gustafsson et al. 2008 A&A 486, 951) FGKMSC 
stars, ongoing update to include A-type + improve line and 
continuum opacities.

grids: https://marcs.astro.uu.se 

https://marcs.oreme.org (unlimited download)


ATLAS (Kurucz 2005, MSAIt suppl 8, 189) all types (but hot 
models should be NLTE, and some molecules missing in 
coolest)

grids: http://kurucz.harvard.edu/grids.html


PHOENIX (Hauschilldt 1992, JQSRT 47, 433; 1993, JQSRT 
50, 101) Also for NLTE, expanding envelopes etc. 

grids for hydrostatic models, including brown dwarfs 
https://lydu.ens-lyon.fr/phoenix/




Lines



However:  
Heiter et al. (2015) find problems when comparing calculated spectra with 
Gaia-ESO survey spectra.

• master line list built from databases (VALD) + molecules

• specific laboratory work for some lines

• careful selection of gf-values (lab or calculated), collisional broadening, 

with quality flags 


=> still unidentified lines in the optical spectrum of FGK stars!


Huge progress in the past decades concerning the 
knowledge of spectral lines



7

N/U ABO

5961.4 5961.6 5961.8 5962.0 5962.2 5962.4 5962.6

0.70

0.75

0.80

0.85

0.90

0.95

1.00

Fe
 1

N/Y ABO

5969.0 5969.2 5969.4 5969.6 5969.8 5970.0 5970.2

0.70

0.75

0.80

0.85

0.90

0.95

1.00

Fe
 1

N/Y   

5976.2 5976.4 5976.6 5976.8 5977.0 5977.2 5977.4

0.4

0.5

0.6

0.7

0.8

0.9

1.0

Fe
 1

N/U   

5983.0 5983.2 5983.4 5983.6 5983.8 5984.0 5984.2

0.4

0.5

0.6

0.7

0.8

0.9

1.0

Fe
 1

N/N   

5984.2 5984.4 5984.6 5984.8 5985.0 5985.2 5985.4

0.4

0.6

0.8

1.0

Fe
 1

N/U   

5986.4 5986.6 5986.8 5987.0 5987.2 5987.4 5987.6

0.4

0.5

0.6

0.7

0.8

0.9

1.0

Fe
 1

Y/Y ABO

6002.4 6002.6 6002.8 6003.0 6003.2 6003.4 6003.6

0.4

0.6

0.8

1.0

V 
1

Fe
 1

N/U   

6005.0 6005.2 6005.4 6005.6 6005.8 6006.0 6006.2

0.6

0.7

0.8

0.9

1.0

Fe
 1

Co
 1

N/U   

6007.4 6007.6 6007.8 6008.0 6008.2 6008.4 6008.6

0.4

0.6

0.8

1.0

Fe
 1

Fe
 1

Ni
 1

600.3 nm - Y - Sun

N/U ABO

5961.4 5961.6 5961.8 5962.0 5962.2 5962.4 5962.6

0.70

0.75

0.80

0.85

0.90

0.95

1.00

Fe
 1

N/Y ABO

5969.0 5969.2 5969.4 5969.6 5969.8 5970.0 5970.2

0.7

0.8

0.9

1.0

Fe
 1

N/Y   

5976.2 5976.4 5976.6 5976.8 5977.0 5977.2 5977.4

0.4

0.6

0.8

1.0

Fe
 1

N/U   

5983.0 5983.2 5983.4 5983.6 5983.8 5984.0 5984.2

0.4

0.6

0.8

1.0

Fe
 1

N/N   

5984.2 5984.4 5984.6 5984.8 5985.0 5985.2 5985.4

0.4

0.6

0.8

1.0

Fe
 1

N/U   

5986.4 5986.6 5986.8 5987.0 5987.2 5987.4 5987.6

0.4

0.5

0.6

0.7

0.8

0.9

1.0

Fe
 1

Y/Y ABO

6002.4 6002.6 6002.8 6003.0 6003.2 6003.4 6003.6
0.2

0.4

0.6

0.8

1.0

V 
1

Fe
 1

N/U   

6005.0 6005.2 6005.4 6005.6 6005.8 6006.0 6006.2

0.4

0.5

0.6

0.7

0.8

0.9

1.0

Fe
 1

Co
 1

N/U   

6007.4 6007.6 6007.8 6008.0 6008.2 6008.4 6008.6
0.2

0.4

0.6

0.8

1.0

Fe
 1

Fe
 1Ni

 1

600.3 nm - Y - Arcturus

N/Y ABO

6053.4 6053.6 6053.8 6054.0 6054.2 6054.4 6054.6
0.6

0.7

0.8

0.9

1.0

Fe
 1

Ni
 1

Y/Y ABO

6055.4 6055.6 6055.8 6056.0 6056.2 6056.4 6056.6

0.4

0.5

0.6

0.7

0.8

0.9

1.0

Fe
 1

Y/Y ABO

6064.8 6065.0 6065.2 6065.4 6065.6 6065.8 6066.0

0.2

0.4

0.6

0.8

1.0

Fe
 1

N/Y   

6077.8 6078.0 6078.2 6078.4 6078.6 6078.8 6079.0

0.4

0.5

0.6

0.7

0.8

0.9

1.0

Fe
 1

Fe
 1

U/Y ABO

6078.4 6078.6 6078.8 6079.0 6079.2 6079.4 6079.6

0.4

0.5

0.6

0.7

0.8

0.9

1.0

Fe
 1

Fe
 1

Y/U ABO

6082.2 6082.4 6082.6 6082.8 6083.0 6083.2 6083.4

0.6

0.7

0.8

0.9

1.0

Fe
 1

N/U   

6089.0 6089.2 6089.4 6089.6 6089.8 6090.0 6090.2

0.6

0.7

0.8

0.9

1.0

V 
1

Fe
 1

U/Y ABO

6093.0 6093.2 6093.4 6093.6 6093.8 6094.0 6094.2

0.6

0.7

0.8

0.9

1.0

Fe
 1

Co
 1

U/Y ABO

6093.8 6094.0 6094.2 6094.4 6094.6 6094.8 6095.0

0.6

0.7

0.8

0.9

1.0

Fe
 1

609.4 nm - U - Sun

N/Y ABO

6053.4 6053.6 6053.8 6054.0 6054.2 6054.4 6054.6

0.6

0.7

0.8

0.9

1.0

Fe
 1

Ni
 1

Y/Y ABO

6055.4 6055.6 6055.8 6056.0 6056.2 6056.4 6056.6

0.4

0.5

0.6

0.7

0.8

0.9

1.0

Fe
 1

Y/Y ABO

6064.8 6065.0 6065.2 6065.4 6065.6 6065.8 6066.0
0.0

0.2

0.4

0.6

0.8

1.0

Fe
 1

N/Y   

6077.8 6078.0 6078.2 6078.4 6078.6 6078.8 6079.0

0.4

0.6

0.8

1.0

Fe
 1

Fe
 1

U/Y ABO

6078.4 6078.6 6078.8 6079.0 6079.2 6079.4 6079.6

0.4

0.6

0.8

1.0

Fe
 1

Fe
 1

Y/U ABO

6082.2 6082.4 6082.6 6082.8 6083.0 6083.2 6083.4

0.4

0.6

0.8

1.0

Fe
 1

N/U   

6089.0 6089.2 6089.4 6089.6 6089.8 6090.0 6090.2

0.2

0.4

0.6

0.8

1.0

V 
1

Fe
 1

U/Y ABO

6093.0 6093.2 6093.4 6093.6 6093.8 6094.0 6094.2

0.4

0.5

0.6

0.7

0.8

0.9

1.0

Fe
 1

Co
 1

U/Y ABO

6093.8 6094.0 6094.2 6094.4 6094.6 6094.8 6095.0

0.6

0.7

0.8

0.9

1.0

Fe
 1

609.4 nm - U - Arcturus

Y/U   

6353.2 6353.4 6353.6 6353.8 6354.0 6354.2 6354.4

0.70

0.75

0.80

0.85

0.90

0.95

1.00

Fe
 1

Y/N ABO

6354.4 6354.6 6354.8 6355.0 6355.2 6355.4 6355.6

0.4

0.5

0.6

0.7

0.8

0.9

1.0
Fe

 1
Y/N ABO

6358.0 6358.2 6358.4 6358.6 6358.8 6359.0 6359.2

0.4

0.6

0.8

1.0

Fe
 1

U/U ABO

6363.8 6364.0 6364.2 6364.4 6364.6 6364.8 6365.0

0.6

0.7

0.8

0.9

1.0

O
 1

Fe
 1

Y/Y ABO

6380.2 6380.4 6380.6 6380.8 6381.0 6381.2 6381.4

0.5

0.6

0.7

0.8

0.9

1.0

Fe
 1

N/Y ABO

6385.2 6385.4 6385.6 6385.8 6386.0 6386.2 6386.4

0.7

0.8

0.9

1.0

Fe
 1Nd

 2

N/Y ABO

6392.0 6392.2 6392.4 6392.6 6392.8 6393.0 6393.2

0.7

0.8

0.9

1.0

Fe
 1

Y/Y ABO

6393.0 6393.2 6393.4 6393.6 6393.8 6394.0 6394.2

0.2

0.4

0.6

0.8

1.0

Fe
 1

Y/U ABO

6399.4 6399.6 6399.8 6400.0 6400.2 6400.4 6400.6

0.2

0.4

0.6

0.8

1.0

Fe
 1

Fe
 1

638.6 nm - N - Sun

Y/U   

6353.2 6353.4 6353.6 6353.8 6354.0 6354.2 6354.4

0.6

0.7

0.8

0.9

1.0

Fe
 1

Y/N ABO

6354.4 6354.6 6354.8 6355.0 6355.2 6355.4 6355.6

0.2

0.4

0.6

0.8

1.0

Fe
 1

Y/N ABO

6358.0 6358.2 6358.4 6358.6 6358.8 6359.0 6359.2
0.0

0.2

0.4

0.6

0.8

1.0

Fe
 1

U/U ABO

6363.8 6364.0 6364.2 6364.4 6364.6 6364.8 6365.0

0.5

0.6

0.7

0.8

0.9

1.0

O
 1

Fe
 1

Y/Y ABO

6380.2 6380.4 6380.6 6380.8 6381.0 6381.2 6381.4

0.4

0.5

0.6

0.7

0.8

0.9

1.0

Fe
 1

N/Y ABO

6385.2 6385.4 6385.6 6385.8 6386.0 6386.2 6386.4

0.7

0.8

0.9

1.0

Fe
 1Nd

 2
N/Y ABO

6392.0 6392.2 6392.4 6392.6 6392.8 6393.0 6393.2

0.4

0.5

0.6

0.7

0.8

0.9

1.0

Fe
 1

Y/Y ABO

6393.0 6393.2 6393.4 6393.6 6393.8 6394.0 6394.2
0.0

0.2

0.4

0.6

0.8

1.0

Fe
 1

Y/U ABO

6399.4 6399.6 6399.8 6400.0 6400.2 6400.4 6400.6

0.2

0.4

0.6

0.8

1.0

Fe
 1

Fe
 1

638.6 nm - N - Arcturus

Figure 3. Comparison of observed and synthetic spectra around three Fe lines with
di↵erent flags (Y for Yes, U for Undecided, N for No) for the Sun (left) and Arcturus
(right). Black lines: observations, red lines: calculations including preselected spectral
lines only, blue lines: calculations including blends.

Gaia-ESO line list is regularly updated, resulting in a new version about once a year.

The tests of the performance of the preselected lines should be extended to all of the

Gaia FGK benchmark stars. Work in this direction has started within the Gaia-ESO

collaboration. It is worth noting that numerous lines in the spectra of FGK stars are

still unidentified. This problem can be remedied either by analysis of laboratory spectra,

Heiter et al. 2015 
3 iron lines with different 
quality flags : 
Y = yes 
U = undecided 
N = no 
 
Black line is observation 
red and blue calculations 

see also the BRASS effort: 
talk by Alex Lobel and  
poster by Mike Laverick
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Figure 4. Observed (black) and calculated (red) spectra for Arcturus around the Na
doublet lines at 589 nm. The calculations include the full Gaia-ESO line list.

or analysis of carefully selected stellar spectra (see e.g. Peterson & Kurucz 2015, for a

novel approach to energy-level determinations for Fe lines).
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A number of lines are still missing, or have insufficiently accurate data, 

even for FGK stars!

Completeness of line data

observed and  
calculated spectrum of 
Arcturus

Heiter et al. 2015, Phys. Scr 90, 054010



However:  
Heiter et al. (2015) find problems when comparing calculated spectra with 
Gaia-ESO survey spectra.

• master line list built from databases (VALD) + molecules

• specific laboratory work for some lines

• careful selection of gf-values (lab or calculated), collisional broadening, 

with quality flags 


=> still unidentified lines in the optical spectrum of FGK stars!


Need laboratory work, and calculations. 
And use stellar spectra, where higher levels may get excited: 
E.g. Peterson and Kurucz (2015): identification of high-lying FeI energy 
levels using stellar spectra.


See also Masseron et al. (2014): 

same thing for CH.

Huge progress in the past decades concerning the 
knowledge of spectral lines

The Astrophysical Journal Supplement Series, 216:1 (10pp), 2015 January Peterson & Kurucz

Table 2
New Fe i Levels and Energies

Expanded Label Label J E (cm–1) σ (cm–1)

23 Even Levels:
3d6 4s(6D)4d e7F 4s6D4d e7F 0 51143.92 0.03
3d7(4F)4d 5D (4F)4d 5D 0 54304.21 0.02
3d6 4s(6D)4d 5D 4s6D4d 5D 0 58428.17 0.03
3d6 4s(4D)4d 5P 4s4D4d 5P 1 58628.41 0.03
3d7(4P)5s 3P (4P)5s 3P 1 59300.54 0.03
3d6 4s(4D)4d 3D 4s4D4d 3D 2 58779.59 0.02
3d7(4F)5d 5F (4F)5d 5F 2 59366.79 0.02
3d6 4s(4D)4d 3P 4s4D4d 3P 2 60087.26 0.03
3d7(2F)4s 1F (2F)4s 1F 3 38602.26 0.02
3d7(4F)5d 5P (4F)5d 5P 3 58616.11 0.02
3d7(4F)5d 5F (4F)5d 5F 3 59196.87 0.02
3d6 4s(4D)4d 3G 4s4D4d 3G 3 59294.38 0.02
3d7(4F)5d 5F5D3G 5d 5F5D3G 3 59636.36 0.02
3d7(2G)5s 3G (2G)5s 3G 3 61724.84 0.01
3d6 4s(6D)6d 3 + [4 + ] s6d 3 + [4 + ] 4 59532.97 0.02
3d7(2G)5s 3G (2G)5s 3G 4 61340.46 0.01
3d7(2G)5s 1G (2G)5s 1G 4 61935.47 0.01
3d6 4s(3H)5s 5H 4s3H5s 5H 4 64531.78 0.03
3d7(2G)5s 3G (2G)5s 3G 5 61198.49 0.01
3d7(2H)5s 1H (2H)5s 1H 5 66293.98 0.01
3d7(2G)4d 3I (2G)4d 3I 5 67687.99 0.01
3d6 4s(3H)5s 5H 4s3H5s 5H 6 64300.51 0.02
3d7(2G)4d 1I (2G)4d 1I 6 67716.75 0.01

43 Odd Levels:
d7(4F)5p 5D (4F)5p 5D 0 54720.67 0.02
d7(2P)4p 1S (2P)4p 1S 0 55179.91 0.08
d6(3P)4s4p(3P) 1P 3Psp3P 1P 1 50675.08 0.05
d7(4F)6p 5D (4F)6p 5D 1 59703.05 0.05
d6(5D)4s(4F)7p 5D 4s4F7p 5D 1 60169.33 0.03
d6(5D)4s(6D)7p 5F 4s6D7p 5F 1 60336.16 0.03
d7(2F)4p 3D (2F)4p 3D 1 60375.65 0.03
d6(3F)4s4p(1P) 3Fsp1P 3D 1 61075.16 0.03
d6(3P)4s4p(1P) 3Psp1P 3P 1 61155.62 0.06
d6(5D)4s(6D)7p 5D 4s6D7p 5D 2 60237.81 0.02
d6(3P)4s4p(1P) 3P 3Psp1P 3P 2 60585.09 0.04
d7(4F)7p 5D (4F)7p 5D 2 61866.45 0.05
d7(4F)6p 5F (4F)6p 5F 3 59418.83 0.03
d7(4F)6p 5G5D3D 6p 5G5D3D 3 59503.40 0.04
d6(3P)4s4p(3P) 1F 3Dsp3P 1F 3 59794.85 0.03
d6(5D)4s(6D)7p 5D 4s6D7p 5D 3 59875.89 0.04
d7(4F)6p 3G (4F)6p 3G 3 60013.27 0.05
d6(5D)4s(6D)7p 5F 4s6D7p 5F 3 60055.93 0.05
d7(4F)7p 3D (4F)7p 3D 3 61351.66 0.06
d7(4F)7p 5D (4F)7p 5D 3 61770.94 0.04
d7(4F)7p 3G (4F)7p 3G 3 62016.99 0.10
d7(4F)7p 5G (4F)7p 5G 3 62287.54 0.10
d7(4F)8p 3D3G3F 8p 3D3G3F 3 62509.75 0.04
d7(4F)6p 5D (4F)6p 5D 4 58729.80 0.08
d6(5D)4s(6D)7p 7D 4s6D7p 7D 4 59317.86 0.04
d7(4F)6p 5G (4F)6p 5G 4 59377.30 0.02
d6(5D)4s(6D)7p 5D 4s6D7p 5D 4 59496.62 0.05
d6(5D)4s(6D)7p 7F 4s6D7p 7F 4 59595.12 0.03
d7(4F)6p 3G (4F)6p 3G 4 59731.29 0.05
d6(5D)4s(6D)7p 5F 4s6D7p 5F 4 59804.54 0.02
d7(4F)7p 3F (4F)7p 3F 4 61113.38 0.05
d7(4F)7p 5D (4F)7p 5D 4 61173.80 0.03
d7(4F)7p 3G (4F)7p 3G 4 61648.30 0.08
d7(4F)7p 5F (4F)7p 5F 4 61678.26 0.05
d7(4F)8p 3G5G5F 8p 3G5G5F 4 62683.77 0.05
d7(4F)6p 5F (4F)6p 5F 5 58609.56 0.03
d7(4F)6p 5G (4F)6p 5G 5 59021.31 0.06
d7(4F)6p 3G (4F)6p 3G 5 59357.03 0.02
d7(4F)7p 3G (4F)7p 3G 5 61140.62 0.08

Figure 5. Comparisons like those in Figure 2 are shown for three stars in the
8770 Å region. The single newly identified Fe i line in this region appears at
8772.53 Å.

and odd levels the full and abbreviated labels and J value of
each new level, and the associated energy and its uncertainty in
wavenumbers.

Table 3 provides a wavelength-ordered list of the newly iden-
tified UV and optical lines. Wavelengths are given in vacuum
below 2000 Å and in air above. For each line sufficiently strong
and unblended, we estimate a gf value good to ±0.2 dex above
2617 Å. Blueward, gf value uncertainties rise to ±0.4 dex,
as blends are poorly understood due to the lack of high-
resolution spectra for stars with −2 ! [Fe/H] ! −1 (Table 1).
Even larger uncertainties apply in the 2150–2380 Å region,
where HD 140283 is the only star with high-resolution spectra
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GL644C Xshooter (Chen et al. 2014)

MARCS 2700K logg=5.0 [Fe/H]=0.0

PHOENIX ACES 2700K logg=5.0 [Fe/H]=0.0 

Another example: cool M dwarf

Improvements needed in terms of line list completeness and line strengths

observation

2 different models



MoleculesLarge scale efforts, esp. ExoMol (J. 
Tennyson et al.): calculations and 
compilations of line lists for many 
molecular species 

• targeted towards planets and (very) 
cool stars


• mostly for opacities, i.e. aiming at 
completeness in terms of levels and 
transitions


• not always accurate for spectroscopy.

2000 2500 3000 3500 4000
-22

-20

-18

-16

wavelength (A)

Kurucz+Goldman 2000K  (dotted 4800K)

OH AX+XX Yousefi et al. 2000K  (dotted 4800K)OH ExoMol (Yousefi et al. 2018) 2000K 

(dotted 4800K)

OH Kurucz

Other theoretical and experimental efforts going on, 
thanks to a number of  dedicated groups in atomic 
and molecular physics

6 P.F. Bernath / Journal of Quantitative Spectroscopy & Radiative Transfer 240 (2020) 106687  
proximation in the separation of electronic and nuclear motion, but 
the solution of the vibration-rotation Schrödinger equation does 
not assume the separation of vibrational and rotational motion. For 
diatomic molecules with electron spin and orbital angular momen- 
tum, Yurchenko et al. [39] have written the program DUO to cal- 
culate line lists and spectra using the ab initio method. 

We have developed an alternate method [40–42] to calculate 
high resolution line lists for diatomic molecules that has a num- 
ber of advantages over the ab initio method. This semi-empirical 
method was developed as part of the Ph.D. thesis of J. Brooke, in 
collaboration with C. Western (University of Bristol). 

The analysis method consists of: 
1. Collect all measured line positions from both laboratory and 

astronomical spectra, recording new spectra as needed. 
2. Fit the lines with an effective Hamiltonian using, for example, 

the PGOPHER program [31] and find new lines, e.g., predissoci- 
ated lines of CH seen in Carbon-Enhanced Metal Poor (CEMP) 
stars but not in the laboratory emission spectra [43] . Measure 
new laboratory spectra, if needed. Iterate refitting and finding 
new lines until all data are satisfactorily accounted for. 

3. Calculate (e.g., using MOLPRO program) ab initio dipole and 
transition dipole moment functions. In the case of CH [43] , 
transition dipole moment calculations in the literature were 
used. 

4. Determine the mechanical vibrational G (v) and rotational B (v) 
polynomial energy level expressions from the PGOPHER fit for 
use with Le Roy’s RKR1 program [44] to obtain the potential 
energy function for each electronic state. The RKR potential en- 
ergy functions and the (transition) dipole moment functions are 
used with Le Roy’s LEVEL program [45] to solve the radial vi- 
brational Schrödinger equation to obtain energy levels and vi- 

brational wavefunctions to calculate (transition) dipole matrix 
elements. RKR and LEVEL ignore electron spin, but the rota- 
tional dependence of the dipole matrix elements is included 
from the centrifugal term present in the effective potential 
function, which makes the vibrational wavefunctions depend on 
rotation (for the Herman–Wallis effect). 

5. Transform the dipole matrix element output from LEVEL with- 
out electron spin (Hund’s case (b)) to matrix elements that 
include electron spin (Hund’s case (a)) needed for input into 
PGOPHER [40,41] . 

6. Use PGOPHER to calculate line lists using transformed transi- 
tion dipole matrix elements from LEVEL that include vibrational 
and rotational dependence. 
In the semi-empirical approach the line positions and lower 

state energies have experimental accuracy. The line strengths, how- 
ever, are based on a high level, ab initio dipole or transition mo- 
ment functions. For small molecules, these ab initio line strengths 
can be as good as or even better than those derived from experi- 
ment [46] . 

The semi-empirical method was applied to the vibration- 
rotation bands of the X 3 !− ground state of the NH free radical 
[40,41] . These infrared lines have been used to determine the N 
abundance in cool stars [47] . Often the CN radical is used for this 
purpose, but using NH gives a value that is independent of the C 
abundance. The line positions including data from a new exoatmo- 
spheric solar spectrum [1] were fitted to experimental accuracy us- 
ing an effective Hamiltonian. This contrasts with ab initio methods, 
even with the DUO fitting program, that are unable to reproduce 
observations. High accuracy line positions are crucial, for example, 
in providing cross correlation templates for the characterization of 
exoplanet atmospheres [48] . 

Fig. 2  . Spectrum of the nitrogen-rich metal-poor star HD196944 (black dots), simulation without A-X NH lines, simulation with the best previous NH line list (green curve) 
and the simulation with our new A-X line list [49] . NH: improved line list in red


(Bernath 2020, JQSRT 240, 106687)

HD196944
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BRASS: Belgian Repository of Fundamental Atomic Data 
and Stellar Spectra

=> removing all systematic errors in atomic input data required for 
quantitative stellar spectroscopy. 


The project thoroughly assesses the quality of fundamental atomic 
data available in the largest repositories by comparing very high-
quality observed stellar spectra with state-of-the-art theoretical 
spectra.


PI: A. Lobel & P. Royer



Resources for line data
R.L. Kurucz home page: enormous ressource, but not always well 
documented, e.g., input data used to construct line lists. 

http://kurucz.harvard.edu/    http://kurucz.harvard.edu/linelists.html


VALD database: atomic lines + some molecules. Compilation of many 
sources, with quality flags : vald.astro.uu.se  


BRASS database: Belgium, very careful quality assessment

 http://brass.sdf.org


Molecular data scattered on many sites, but main resource is:


Exomol at University College London : https://www.exomol.com


Bernath group: http://bernath.uwaterloo.ca/molecularlists.php


see also, for Turbospectrum,

 https://nextcloud.lupm.in2p3.fr/s/r8pXijD39YLzw5T



LTE codes for spectrum synthesis

Input = model atmosphere + line list


computes atomic and molecular equilibrium + level populations 


computes continuum and line absorption + scattering


solves radiative transfer equation along rays


Output = intensities, flux spectrum, equivalent widths, …



Code without documentation  
=> Risk of error when providing input to, or when interpreting output from the 
code

=> Some limits of the code (temperature, ionisation stages, species, .....) may 
not be known

=> Some options may remain hidden to the user. Only the developer knows

=> Risk of dangerous options or setup -> erroneous output with no obvious 
warning

=> look at the source code, but it will probably be intricate !


Code WITH documentation 
=> Still risk that it is not read... ;-) … So read it!

=> Something may have been forgotten (it is time-consuming to write a doc)


Ideally, in all cases there should be continued contact between users and 
providers of codes:  helps improve/correct/debug/document

Note that usually the very latest version(s) is not distributed.

Difficulties you may run into

so, read it!



•SYNTHE (R.L. Kurucz) : PP, companion to ATLAS models code.

https://github.com/dobos/kurucz-synthe 

•Turbospectrum (B. Plez) No “cookbook”. PP or Sph, F-MSC stars, 600 
molecules, fast with many lines, line broadening from Barklem et al., no 
plotting interface. Companion to MARCS models.

https://github.com/bertrandplez/Turbospectrum2019 
NLTE departure tables version in development.


•MOOG (C. Sneden) available on the web, PP, older version pure LTE (S=B), 
F-K stars, with documentation

https://en.wikipedia.org/wiki/Moog_(code)

•SME (J. Valenti & N. Piskunov) : abundance stratification, automatic 
determination of stellar parameters and abundances, NLTE departure tables

https://www.stsci.edu/~valenti/sme.html

PySME: http://sme.astro.uu.se/poster.html


•SPECTRUM (Gray), documented, includes a few molecules, PP

https://www.appstate.edu/~grayro/spectrum/spectrum.html

1D spectrum synthesis codes (LTE)



Words of caution



Spectral resolution
A sampled SED is not a high resolution spectrum 
smoothed to lower resolution !



If you need a low resolution spectrum, 
calculate first at high resolution and then convolve 
down to the desired resolution



Surprising results
Effect of carbon enhancement on Ca II H&K

Looks like Ca becomes fainter. Why is that???



Plot differently !



=> Absolute flux instead of continuum normalised…

and it becomes obvious : continuum change is the answer! 

Plot differently !



CH



Always try to understand what you get ! 

 scrutinize, plot differently 
 understand the underlying physics and mechanisms 
 make sure it is not a bug in your code or some bad 

setup of the input data 

Beware of black box codes 
Contact the developers 

A result is never better than the underlying model.  

Words of caution



Finally: A real stellar atmosphere is NOT LTE 1D 
hydrostatic! 

…even if the approximation might work sometimes

Credit: L.R. van der Voort (Swedish Solar Telescope)

See Andy 
Gallagher’s talk!



No conclusions here, 
the messages are scattered in 

the green boxes. 

 Thank you ! 
… awaiting your questions and 

comments



• Be open:  make your codes and data public (once you got it officially 
published. This is the best way to get it used by others, get credit for it, and 
get feedback for improvement.


• Be contructive : Send feedback to the developers of the codes and data 
you use. They will just be happy about it, and try to improve the situation.

Something else I learned through the years


