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INTRODUCTION

QUESTIONS TO ASK BEFORE SOLVING ANY ASTROPHYSICAL PROBLEM
• What kind of information is needed?
• How to obtain it?
• What methods and tools to use?
• How to interpret it?

24/07/2025
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GOALS OF THIS LECTURE
• Bird’s-eye view of the advanced methods and tools for stellar spectroscopic 

analysis:
• 3D hydrodynamical model atmospheres
• Non-local thermodynamic equilibrium (NLTE) spectral line formation and abundance 

analysis
• Strategies for using them to study stars and stellar populations

24/07/2025

INTRODUCTION
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MAIN QUESTIONS TO BE ADDRESSED
• What are the pros and cons of using advanced methods and tools of stellar 

spectroscopic analysis?
• Where and how to apply them?
• What new information can be obtained?

24/07/2025

INTRODUCTION
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TOPICS NOT TO BE ADDRESSED
• Fundamentals of stellar spectroscopy and abundance analysis
• Detailed overview of various methods and tools for stellar abundance analysis
• Guidelines on how to use them

24/07/2025

INTRODUCTION
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TOPICS NOT TO BE ADDRESSED
• Fundamentals of stellar spectroscopy and abundance analysis
• Detailed overview of various methods and tools for stellar abundance analysis
• Guidelines on how to use them

INTRODUCTION

FURTHER RESOURCES
• This lecture: a bird's-eye overview!
• Talks by Brankica, Tiina, Camilla, Gabriele earlier this week
• Various internet resources: introductory lectures/courses on classical and 

advanced stellar spectroscopy, stellar atmosphere modelling, and radiative 
transfer in stellar atmospheres
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SPECROSCOPIC ANALYSIS OF STARS
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PHOTONS = INFORMATION!

SPECROSCOPIC ANALYSIS OF STARS
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HOW TO ANALYSE STELLAR SPECTRA?

SPECROSCOPIC ANALYSIS OF STARS
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SPECTROSCOPIC ANALYSIS STARS

(1) OBSERVATIONS
Observed spectrum: Arcturus

Telescopes, spectrographsAllende Prieto 2016, LRSP, 13, 1

Credit: N.A. Sharp/NOIRLab/NSF/AURA

Credit: ESO
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SPECTROSCOPIC ANALYSIS STARS

(2) THEORETICAL MODELS
Assumptions about the physics;             

codes, computers
Fits of theoretical to the 

observed spectra

24/07/2025

8

Figure 4. Observed (black) and calculated (red) spectra for Arcturus around the Na
doublet lines at 589 nm. The calculations include the full Gaia-ESO line list.

or analysis of carefully selected stellar spectra (see e.g. Peterson & Kurucz 2015, for a

novel approach to energy-level determinations for Fe lines).
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SPECTROSCOPIC ANALYSIS STARS

OBSERVATIONS VS THEORY

24/07/2025
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Figure 4. Observed (black) and calculated (red) spectra for Arcturus around the Na
doublet lines at 589 nm. The calculations include the full Gaia-ESO line list.

or analysis of carefully selected stellar spectra (see e.g. Peterson & Kurucz 2015, for a

novel approach to energy-level determinations for Fe lines).
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SPECTROSCOPIC ANALYSIS STARS

OBSERVATIONS VS THEORY

24/07/2025
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Figure 4. Observed (black) and calculated (red) spectra for Arcturus around the Na
doublet lines at 589 nm. The calculations include the full Gaia-ESO line list.

or analysis of carefully selected stellar spectra (see e.g. Peterson & Kurucz 2015, for a

novel approach to energy-level determinations for Fe lines).
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How  to obtain spectra? 
How to interpret them?

What can we learn?
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STELLAR SPECTROSCOPY: THE CLASSICS

UVES
Objects: up to 8 per exposure
Range (single setup): 300–500 nm 
(blue arm)
Resolution: R~80000 max (blue arm)

VLT UT2 (8m)

OBSERVATIONS: “CLASSICAL” SINGLE-OBJECT SPECTROSCOPY
• Studies of individual objects: stars in Galactic streams, metal-poor stars, etc.
• Spectrographs available on small to large(st) telescopes (e.g. NOT+FIES -> 

VLT+UVES)
• Optimal number of objects to be studied: several to 102
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STELLAR SPECTROSCOPY: THE CLASSICS

OBSERVATIONS: “CLASSICAL” SINGLE-OBJECT SPECTROSCOPY
• Studies of individual objects: stars in Galactic streams, metal-poor stars, etc.
• Spectrographs available on small to large(st) telescopes (e.g. NOT+FIES -> 

VLT+UVES)
• Optimal number of objects to be studied: several to 102

Abundance of 238U in the atmospheres of evolved stars
CS31082-0018 (Cayrel et al. 2001; R=70000, S/N~150)
and HE1523-0901 (Frebel et al. 2007; UVES, R=75000,
S/N~350) obtained using the method of spectral synthesis.

EXAMPLE: age determination 
of stars/stellar populations

A(U) / A(Th) à Age!
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STELLAR SPECTROSCOPY: THE CLASSICS

OBSERVATIONS: “CLASSICAL” SINGLE-OBJECT SPECTROSCOPY

PROS
• Perfect to study a small number of individual targets scattered across the sky
• High resolution and high signal-to-noise ratio possible



07/06/2023 Arūnas Kučinskas, Vilnius University, Lithuania, arunas.kucinskas@tfai.vu.lt 17

STELLAR SPECTROSCOPY: THE CLASSICS

OBSERVATIONS: “CLASSICAL” SINGLE-OBJECT SPECTROSCOPY

PROS
• Perfect to study a small number of individual targets scattered across the sky
• High resolution and high signal-to-noise ratio possible
CONS
• Studies of large numbers of objects tedious and time-consuming
• Competition for observing time may be high, in particular, for instruments that 

can be used both in single and multi-object modes
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STELLAR SPECTROSCOPY: THE CLASSICS

THEORY: “CLASSICAL” 1D LTE SPECTROSCOPIC ANALYSIS
• 1D hydrostatic model atmospheres
• Assumption of local thermodynamic equilibrium (LTE) in spectral line synthesis

EXAMPLE: stellar parameter and 
abundance pipeline for PLATO

Fig. 18 Illustration of PLATO LOPN1 and LOPS2 pointings (blue) in comparison to Kepler (pink),
K2 fields (green) and CoRoT mission fields (red). Lines indicate the TESS continuous viewing zone
(yellow) and the technically allowed region (pink) for the PLATO field centers, respectively. See
Nascimbeni et al 2022 and Nascimbeni et al. 2024 (submitted) for details on the PLATO field selection
and target populations.

PLATO will be launched into an orbit around the L2 Lagrangian point. The cruise
and commissioning phases after launch can take up to 90 days. The duration of the
nominal science operation phase of PLATO is then planned for 4 years. Extensions
of the mission science operations are possible as the satellite has been designed with
consumables for up to 8.5 years (see Section 12). During long observing periods, the
spacecraft has to be turned by 90 degrees every 3 months for sun protection reasons
(see Section 12). For the design of the spacecraft, on-ground operations and mission
performance studies, a set of baseline assumptions concerning the science observing
strategy have to be made. The assumed baseline observing scenario therefore splits
the 4 years science observation phase into 2 observing blocks of 2 years each, so-called
long-duration Observing Phases (LOP). Alternative scenarios are possible, e.g. a LOP
of 3 years duration followed by shorter Step-and-stare Observations Phases (SOP)
with a minimum of 2 months each. Another possible scenario would be, for example, to
stare at one field only for the whole science operation phase. The spacecraft provides
the technical flexibility to choose from such scenarios, and even adapt the strategy
during the science operation phase if needed.

73

Below: PLATO fields (in blue). Left: Surface gravities determined
using the PLATO SAPP pipeline for several Galactic globular clusters
(the SAPP was “calibrated” using the 1D MARC model atmospheres).

Gent et al. 2022, A&A, 658, A147

Rauer et al. 2025, Exp. Astron., 59, i26
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STELLAR SPECTROSCOPY: THE CLASSICS

THEORY: “CLASSICAL” 1D LTE SPECTROSCOPIC ANALYSIS

PROS
• Fast and easy computation of model atmospheres and line synthesis
• Suitable for many tasks, still the main horse in stellar abundance analysis
• Can be automated/scaled for the analysis of large numbers of stars
• Grids of 1D model atmospheres are readily available
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STELLAR SPECTROSCOPY: THE CLASSICS

THEORY: “CLASSICAL” 1D LTE SPECTROSCOPIC ANALYSIS

PROS
• Fast and easy computation of model atmospheres and line synthesis
• Suitable for many tasks, still the main horse in stellar abundance analysis
• Can be automated/scaled for the analysis of large numbers of stars
• Grids of 1D model atmospheres are readily available
CONS
• 1D – symmetry and homogeneity in all directions
• Hydrostatic – nothing moves
• Convection is parametrized, not modelled
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STELLAR SPECTROSCOPY: BEYOND THE CLASSICS

OBSERVATIONS: MULTI-OBJECT SPECTROSCOPY
• Dedicated spectroscopic surveys – spectra of large numbers of stars

• Multi-object spectrographs

VLT UT2 (8m)

GIRAFFE
Objects: ~120 per exposure              
(132 fibers with Medusa)
Range: 370–900 nm; ~20 nm per exp.
Resolution: 18000-30000 

WHT (4.2m)
The WEAVE Survey 2691 

MNRAS 530, 2688–2730 (2024) 

requires three-dimensional optical data. Obtaining such data is now 
possible through large-field and/or multiple IFUs (e.g. Kelz et al. 
2006 ; Drory et al. 2015 ). An instrument with both kinds of IFU 
capabilities, capable of targeting large and multiple small targets, is 
necessary for the full exploitation of upcoming H I surveys. 

The following eight independent surv e ys will be carried out with 
WEAVE o v er a period of (at least) five years, producing more than 
30 million spectra of nearly 10 million objects: 

(i) a surv e y of the Milk y Way galaxy, pro viding radial v elocities 
and stellar abundances for stars too faint for these quantities to 
be measured by Gaia [WEAVE Galactic Archaeology (GA); Sec- 
tion 4.1 ]; 

(ii) a surv e y characterizing young and massiv e stellar populations 
and the interstellar medium (ISM), and thus probing star formation 
and evolution, across the Galactic Plane [Stellar , Circumstellar , and 
Interstellar Physics (SCIP); Section 4.2 ]; 

(iii) a surv e y studying the death of stars and constraining the 
local star formation history of the Galaxy through its white dwarf 
population (WEAVE White Dwarfs; Section 4.3 ); 

(iv) a surv e y of the stellar and g aseous kinematics and ph ysical 
properties of gas-rich galaxies, providing a necessary optical com- 
plement to Apertif’s neutral hydrogen surv e ys of the local Universe 
(WEAVE-Apertif; Section 4.4 ); 

(v) a surv e y probing the evolution of galaxies as a function of 
environment, from the cores of rich clusters to their lively environs, 
going from their smallest members out to the field at cosmological 
distances (WEAVE Galaxy Clusters; Section 4.5 ); 

(vi) a surv e y pro viding the first detailed view of the stellar popu- 
lation properties of galaxies at z = 0.3–0.7 as a function of galaxy 
mass and environment, yielding star formation histories, stellar 
ages, stellar and gas metallicities, dust attenuation, gas kinematics, 
and stellar velocity dispersions [Stellar Populations at intermediate 
redshifts Surv e y (StePS); Section 4.6 ]; 

(vii) a surv e y probing galaxy evolution o v er cosmic time, pro vid- 
ing much-desired redshifts and galaxy properties of LOFAR’s radio 
sources [WEAVE-LOFAR (WL); Section 4.7 ]; 

(viii) a surv e y of large-scale structure using quasar absorption 
lines as a cosmic ruler to probe the expansion of the Universe, which 
also extends the study of gaseous environments to larger scales and 
earlier epochs [WEAVE-QSO (WQ); Section 4.8 ]. 

The WEAVE Surv e y will pro vide data that will help answer the 
questions: How did our Galaxy form and the stars within it evolve? 
How were other galaxies assembled? What are dark matter and 
dark energy? On these topics, WEAVE will be complementary to 
the surv e ys carried out by the 4-metre Multi-Object Spectroscopic 
Telescope (4MOST; de Jong et al. 2019 ), which has a similar 
design, including spectral range and resolution, and will operate 
in the Southern hemisphere on a similarly sized telescope, the 
Dark Energy Spectroscopic Instrument (DESI; DESI Collaboration 
2016a , b ), which will focus largely on baryonic acoustic oscillations 
of galaxies, SDSS-V (Kollmeier et al. 2017 ), which will have 
complementary, lower resolution optical spectra and, additionally, 
infrared spectroscopy, and the Subaru Prime Focus Spectrograph 
(PFS; Tamura et al. 2018 ), which will co v er a smaller field on a 
larger telescope that is not fully dedicated to surv e y operations. 

This paper first presents the design of the WEAVE instrument – in 
terms of both hardware and software – as rele v ant to WEAVE Surv e y 
preparation and e x ecution (Section 2 ), followed by the structure 
of the WEAVE work and workforce including an o v erview of the 
key cross-team working groups involved in and responsible for the 
preparation and e x ecution of the Surv e y (Section 3 ). We then present 

Figure 1. A computer-aided diagram (CAD) representation of the WEAVE 
top-end assembly, incorporating the prime-focus (field) corrector system, 
instrument rotator, and fibre positioner. The four mounting units on the outer 
ring of the telescope structure provide for focus and tilt correction of the 
whole system. 
o v erviews of each of the eight component surv e ys that comprise 
the WEAVE Surv e y (Section 4 ), with each subsection summarizing 
the particular surv e y’s science case and surv e y plan, as well as 
providing the rele v ant introduction and background to the field. This 
is followed by a description of the WEAVE Simulator (Section 5 ) 
and a summary of the simulated implementation of the Surv e y 
through ‘Operational Rehearsals’ (Section 6 ). Section 7 concludes 
the paper. 
2  T H E  W E AV E  FAC I L I T Y  
The WHT is an alt-azimuth telescope with a Cassegrain focus and 
two Nasmyth foci (for a description of the original design features 
of the WHT, see Boksenberg 1985 ). WEAVE’s predecessor on the 
WHT was the prime-focus instrument Autofib-2 (AF2; Parry et al. 
1994 ), which had 150 fibres deployable o v er a 1-deg-diameter field of 
view. WEAVE has nearly 1000 fibres deployable o v er a field of view 
four times that of AF2 and, with four times the number of resolution 
elements of AF2 and three to four times its throughput, dramatically 
increases the resolution and multiplex power of the telescope. 

Full details of the WEAVE design and performance will be 
presented in a separate paper (Dalton et al., in preparation). Here, we 
summarize only the key parameters of the WEAVE facility as they 
relate to the detailed design of the component surv e ys making up the 
total WEAVE Surv e y (cf. Dalton et al. 2016a ). 
2.1 A new top-end for the WHT 
As part of the new top-end for the WHT (Fig. 1 ), the WEAVE 
prime-focus corrector system delivers a 2-deg-diameter field of view, 
with a flat focal plane at f /2.78 with full correction for atmospheric 
dispersion from 370–1000 nm to 65 -deg zenith distance (Ag ́ocs et al. 
2014 ). The telecentricity of the input beam will deviate by no more 
than 4 deg at the edge of the field. For a point-source image in the 
absence of seeing, the corrector delivers 80 per cent encircled energy 
within 0.71 arcsec, corresponding to a full width at half-maximum 
(FWHM) of 0.41 arcsec. The effect of differential image distortion 
with changing zenith distance is 0.13 arcsec across the field between 
0- and 65-deg zenith distance. 
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The WEAVE Survey 2693 

MNRAS 530, 2688–2730 (2024) 

Table 2. Key parameters of the four focal-plane modes of WEAVE. MOS-B and mIFU modes both use plate B, but cannot be employed simultaneously. 
Focal-plane mode MOS fibres (MOS-A) MOS fibres (MOS-B) mini-IFUs (mIFUs) Large IFU (LIFU) 
Tumbler position 0 deg 180 deg 180 deg 90 deg 
Diameter of individual fibres 1.3 arcsec (85 µm) 1.3 arcsec (85 µm) 1.3 arcsec (85 µm) 2.6 arcsec (170 µm) 
Multiplex 960 fibres 940 fibres 20 IFUs 1 IFU 
Diameter of field o v er which 
deployable 2 deg 2 deg 2 deg on-axis 
Minimum separation on sky ∼60 arcsec ∼60 arcsec ∼60 arcsec –
Fibres per IFU – – 37 547 
IFU field of view – – 11 × 12 arcsec 2 90 × 78 arcsec 2 
IFU filling factor – – 0.50 0.55 
Fibres for auto-guiding 8 × 3 arcsec 2 coherent bundles 8 × 3 arcsec 2 coherent bundles 8 × 3 arcsec 2 coherent bundles Separate camera 

(4 × 3.7 arcmin 2 field of view) 
Fibres for sky subtraction ∼5–10 per cent of science 

fibres ∼5–10 per cent of science fibres One of the mIFUs 8 peripheral bundles of 7 fibres 
each 

Configuration time ∼55 min ∼55 min < 20 min ∼1 min 

Figure 2. Configured field for OB #3182 from OpR3b (see Section 6 ) as an 
example of a representative WEAVE-Survey MOS field. The black, dashed, 
outermost circle indicates WEAVE’s 2-deg-diameter field of view. MOS 
fibres and targets are colour-coded as follows – black: science (821); cyan: 
calibration stars (19); blue: blank sky (100); green: guide stars (8). The two 
faint inner circles denote the maximum extent of the outer two tiers of MOS 
fibres. As this particular field is a configuration on plate B, the ‘park’ locations 
of the 10 pairs of mIFU bundles can also be seen along the periphery. Note 
that the mIFUs cannot be used concurrently with the MOS fibres. 
illumination variations for each fibre. Observations of a ThArCr lamp 
are used to determine a wavelength solution for each fibre. With this 
lamp, we find that it is possible to obtain a sufficient density of lines 
in both low- and high-resolution modes. 

Mapping of the wings of the fibre profiles on the detector is 
achieved by configuring three fields for each plate, each sampling 
every third fibre along the slit and observing high signal-to-noise arc 
and flat-field lamp exposures. As the fibres in these configurations 
can all be placed on a circle at around a 20-arcmin radius, these 
observations can also be used to determine fibre-to-fibre intrinsic 
transmission variations. 

Figure 3. A CAD representation of the WEAVE spectrograph installed in the 
GHRIL instrument room on the WHT Nasmyth platform. The spectrograph 
cameras are pictured in a configuration unused in practice, with the blue 
camera at the LR position and the red camera at the HR position. As a scale 
reference, the optical bench is approximately 3 m long. 

Table 3. Available resolution modes (LR: low resolution; HR: high reso- 
lution) and nominal useful spectral co v erage for the WEAVE spectrograph, 
including the wavelength gap between the chips. 
Spectrograph 
mode R a λlow ( Å) λhigh ( Å) Gap in λ

co v erage ( Å) 
LR Blue 5000 3660 6060 5491–5539 
LR Red 5000 5790 9590 7590–7669 
HR Blue-1 b 20 000 4040 4650 4525–4536 
HR Blue-2 c 20 000 4730 5450 5302–5315 
HR Red 20 000 5950 6850 6412–6431 
a Due to the larger fibre cores of the LIFU, the resolution in this mode is 
halved with respect to the MOS/mIFU cases. 
b ‘Blue’ HR grating. 
c ‘Green’ HR grating. Note that the two HR Blue modes cannot be used 
simultaneously. 
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Fibers: 1004
Objects: ~850 per exposure              
Range: 404–685 nm; 
Resolution: 18000-30000 
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STELLAR SPECTROSCOPY: BEYOND THE CLASSICS

OBSERVATIONS: MULTI-OBJECT SPECTROSCOPY
• Dedicated spectroscopic surveys – spectra of large numbers of stars

• Multi-object spectrographs
• Number of objects: 105–106 stars

2698 S. Jin et al. 

MNRAS 530, 2688–2730 (2024) 

Figure 6. Footprint of the WEAVE GA surveys on the sky in Galactic coordinates ( ℓ , b ) in an Aitoff projection overlaid on the Gaia DR3 (Gaia Collaboration 
2023a ) density contours of stars with parallax measures, G < 16, and −10 deg < δ < 80 deg (in stars deg −2 ). HR chemo-dynamical survey: black dots; Open 
Clusters surv e y: red stars; disc-dynamics LR surv e y: dark green dots; high-latitude LR surv e y (shared with the WL and WQ surv e ys): thick yellow outline, 
where the region hashed using thinner yellow lines shows the provisional area to be surv e yed at ∼100 per cent co v erage factor, while the remaining area for 
this surv e y will be surv e yed with an ∼30 per cent co v erage f actor. Known stellar streams and dw arf spheroidal galaxies co v ered within the pointed part of the 
high-latitude LR surv e y: light green stars. The available declination range arises from the impact of differential atmospheric refraction on targets near the edge 
of the field on the typical 1-hour WEAVE-Surv e y OB. Near-polar targets like NGC 188 require short exposures outside of the normal WEAVE-Surv e y OBs. 

Figure 7. Expected co v erage of the WEAVE GA sub-surv e ys in the ( X , Z ) 
plane (Cartesian coordinates centred on the Sun’s position in the Galaxy) 
with the Galactic Centre located at ( −8.5, 0) kpc. This is based on the 
target-selection-scheme footprints of each of the sub-surv e ys, applied to 
simulations performed with GUMS ( Gaia Universe Model Snapshot; Robin 
et al. 2012 ) and Galaxia (Sharma et al. 2011 ), taking into account the 
expected uncertainties on the Gaia astrometric data used in the target 
selection, estimated using the PyGaia toolkit (for Gaia performances, see 
https:// www.cosmos.esa.int/ web/ gaia/ science-performance ). 

21 20 to complement Gaia with line-of-sight velocities and metallic- 
ities for stars too faint for the RVS, and thereby yield the best-yet 
constraints on the halo potential’s lumpiness and total mass to large 
distances ( ∼100 kpc; e.g. Cautun et al. 2020 ), address the formation 
of the Galactic halo, and characterize its progenitors (including 
substructures such as streams and dwarf galaxies). The search for 
traces of accretion events has recently been exemplified by Gaia ’s 
finding of a significant merger, known as Gaia Enceladus or the Gaia 
Sausage, that has been shown to make up a significant fraction of the 
inner Galactic halo (e.g. Belokurov et al. 2018 ; Haywood et al. 2018 ; 
Helmi et al. 2018 ; Gallart et al. 2019 ; Myeong et al. 2019 ; Naidu et al. 
2020 ; Malhan et al. 2022 ). A number of new cold streams have also 
been disco v ered thanks to Gaia astrometry (e.g. Malhan, Ibata & 
Martin 2018 ; Ibata et al. 2021 ), which anticipates the wealth of 
disco v eries a waiting us with the combination of Gaia and WEAVE. 
While the main target of this surv e y is the Galactic halo, the surv e y 
will also probe the thick disc of the Milky Way, complementing the 
HR surv e y (see section below). To achieve these goals, the LR-highlat 
wide-area surv e y will target the following: colour- and magnitude- 
selected main-sequence turnoff (MSTO) stars; red giant branch 
(RGB) stars selected by colour, magnitude, and Gaia astrometric data 
(parallaxes and proper motions, to reject local red main-sequence 
stars from the selection); extremely metal-poor star candidates 
selected from narrow-band photometry (e.g. Pristine: Starkenburg 
et al. 2017 ), broad-band photometry (e.g. SDSSS; Abolfathi et al. 
2018 ), or Gaia ’s on-board spectrophotometry ( Gaia Data Release 
20 Magnitudes with subscript ‘SDSS’ refer to Sloan Digital Sky Survey 
magnitudes (see Albareti et al. 2017 ). 
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Figure 2. Overview of the distribution of stars included in this fourth GALAH data release in Galactic coordinates with the centre of the Galaxy at the origin and the Gaia DR3
all-sky colour view (Gaia Collaboration et al., 2023) as background. Shown are the targets of GALAH Phase 1 (dark blue) and Phase 2 (medium blue), the targets of the K2-HERMES
follow-up along the ecliptic and TESS-HERMES in the TESS Southern Continuous Viewing Zone as well as CoRoT fields (pink). Both open and globular cluster points are shown in
purple and orange, respectively. All other targets are shown in in light blue across the Southern sky.

et al. 2010; Brzeski, Case, & Gers 2011; Heijmans et al. 2012;
Farrell et al. 2014; Sheinis et al. 2015) and dispersed into four non-
contiguous wavelength bands in the optical that cover ∼ 1 000 Å
in the range of 4 713–4 903 (blue CCD or CCD1), 5 648–5 873
(green/CCD2), 6 478–6 737 (red/CCD3), and 7 585–7 887 Å
(infrared IR/CCD4). The data used in this data release is primarily
based on observations of stars with this setup, but also makes use
of auxiliary photometric and astrometric information for the stars
where available.

In this Section, we describe which stars we have targeted as part
of configured fields (Miszalski et al. 2006) and observed with the
2dF-HERMES setup (Section 2.1), including the first description
of the second phase of GALAH observations (GALAH Phase 2)
which has a sharper focus on main-sequence turn-off stars to esti-
mate more precise ages. In Section 2.2, we briefly summarise the
properties of the spectroscopic data and how they were reduced to
one-dimensional spectra. We also point out major changes in the
observations and reductions with respect to the previous (third)
data release (Buder et al. 2021). We further elaborate on the
auxiliary information that was used for the analysis in Section 2.3.

2.1. Target selection and observational setup

GALAH DR4 is a combination of the main GALAH survey and
additional projects to observe asteroseismic targets from the K2
(Howell et al. 2014) and TESS (Ricker et al. 2015) missions, that is,
K2-HERMES (Sharma et al. 2019) and TESS-HERMES (Sharma
et al. 2018), as well as numerous smaller programs and public
HERMES data. Additional proposals with 2dF-HERMES have
contributed targeted observations of globular cluster members
(PI M. McKenzie and PI M. Howell), open clusters (PI G. De
Silva and PI J. Kos), young stellar associations (PI J. Kos and J.
Armstrong), and halo stars (PI S. Buder) in addition to their obser-
vation through the main surveys. The column survey_name in

our catalogues denotes the origin. An all-sky view of GALAHDR4
is shown in Fig. 2.

2.1.1. Target selection for GALAH Phase 1 and 2

For GALAH Phase 1 (DR1-DR3) and in the absence of a precise
and volume-complete survey in the optical, we used the 2MASS
photometric survey (Skrutskie et al. 2006) with its J and Ks fil-
ters as a precise and nearly volume-complete parent sample from
which we selected stars based on approximated (De Silva et al.
2015) visual magnitudes

VJKS =KS + 2(J −KS + 0.14)+ 0.382e((J−KS−0.2)/0.5). (1)

For GALAH Phase 1, a tiling pattern (with unique field_id
entries) with 2 deg fields of view below declination δ ≤ +10 deg
was created for regions with Galactic latitude |b| ≥ 10 deg to avoid
crowding and strong extinction. For each tile, a selection of 400
stars within magnitudes 9≤VJKS ≤ 12 for a bright magnitude
cut and 12≤VJKS ≤ 14 for the nominal magnitude cut is ran-
domly selected from the complete parent sample of 2MASS. Of
those, typically 350 stars are actually observed with around 2/3
main-sequence and turn-off stars and 1/3 evolved stars.

For GALAH Phase 2, a stronger focus on turn-off stars was
implemented with the photometric and astrometric information
of Gaia data release 2 as a parent sample. For each field, we there-
fore first allocate fibres to stars with absolute Gaia magnitude in
the range of 2≤MG ≤ 4, where

MG =G+ 5 · log10
( ϖ

100mas

)
(2)

with apparent magnitude (G /mag≡ phot_g_mean_mag) and
parallax measurements (ϖ /mas≡ parallax) from Gaia DR2
(Gaia Collaboration et al. 2018; Evans et al. 2018; Lindegren et al.
2018). Remaining fibres are filled with targets as done with the

0��6�
  �51�57/ ������	 6�������������:�21�0.��5�21�.��������71�/.�
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Nb of stars ~ 5 x 106

Nb of stars ~ 106

Nb of stars = 253

GALAH DR4 WEAVE GA surveys
Buder et al. 2025, PASA, 42, e051 Jin et al. 2024, MNRAS, 530, 2688
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STELLAR SPECTROSCOPY: BEYOND THE CLASSICS

OBSERVATIONS: MULTI-OBJECT SPECTROSCOPY
• BUT: studies of individual stars with single-object spectrographs still relevant!

• Analysis of atmospheric structures, non-stationary phenomena, high-precision abundances
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Figure 7
The evolution of the Solar photospheric O abundance over the past 40 years, color coded by the type of
model atmosphere employed in the analysis. Abbreviation: RHD, radiation-hydrodynamic.

largest opacity contributors and what the remaining uncertainties are, and we comment on these
elements individually in Supplemental Material Section 1.

In summary, solar 3D non-LTE abundance determinations have been performed for Li, C, N,
O,Na,Mg, Al, Si, K, Ca, Fe, and Ba (e.g., Asplund et al. 2021 and references therein) as well as Mn
(Bergemann et al. 2019).We argue that 3D LTE modeling for molecules and 3D non-LTE mod-
eling from atoms can result in consistent abundances for available abundance diagnostics without
empirical tuning, for the elements for which this has been tested, with the exception of N. Nev-
ertheless, discrepancies between recommended abundances from different studies can be up to
0.1 dex: Importantly, these are likely not caused by the choice of 3D atmosphere or model atom.
Instead, they can often, but not always, be attributed to differences in line selection and fitting,
consideration of blends, source of oscillator strengths for diagnostic lines, and choice of observa-
tional data. As solar interior models improve in sophistication (e.g., Christensen-Dalsgaard 2021
and references therein), abundance and opacity changes of only a few percent can significantly
alter our understanding of the solar modeling problem, and hence a stronger consensus is desir-
able. We list general and element-specific advice in the sidebar titled Recommendations for the
Solar-Abundance Debate.

Simply raising the solar metallicity does not resolve all facets of the solar modeling problem:
As well as the sound speed profile, the observed neutrino fluxes and the Li depletion relative
to meteorites need to be consistently explained (Buldgen et al. 2023a). Neutrino fluxes are sen-
sitive to the assumed model metallicity, but measurements of observed fluxes from the CNO
cycle are not yet precise enough to provide strong constraints (Borexino Collaboration et al.
2018). In connection to these issues, it is interesting to consider the radiative opacities below the
base of the convection zone (Bailey et al. 2015, Pradhan 2023), pebble accretion in the premain

500 Lind • Amarsi

Solar oxygen abundance
Lind & Amarsi 2024, ARAA, 62, 475
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STELLAR SPECTROSCOPY: BEYOND THE CLASSICS

THEORY: WHAT ARE THE OPTIONS BEYOND THE CLASSICS?
• 3D hydrodynamical model atmospheres
• Non-LTE (NLTE) spectral line synthesis
• Ability to apply to a large number of stars!
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STELLAR MODEL ATMOSPHERES AND LINE SYNTHESIS

WHAT IS NEEDED TO COMPUTE A SPECTRUM OF THE STAR?
(1) Model atmosphere: theoretical model of the upper (outer) stellar layers
(2) Spectrum synthesis tool(s) for computing spectral line profiles
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STELLAR MODEL ATMOSPHERES AND LINE SYNTHESIS

(1) HOW TO COMPUTE A STELLAR MODEL ATMOSPHERE?
Ingredients
• Stellar structure equations:

• Equations of gravitational equilibrium, energy transfer, etc.: 
system of differential + algebraic equations

• Equation of radiative transfer
• A “simplified” version

• Auxiliary data: 
• Opacities, equation of state (EOS)

• Stellar parameters to characterize the star:
• effective temperature, gravitational acceleration (surface gravity), chemical composition, etc. 

(spherical models: stellar mass)
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STELLAR MODEL ATMOSPHERES AND LINE SYNTHESIS

(1) HOW TO COMPUTE A STELLAR MODEL ATMOSPHERE?
Output
• Model atmosphere of a given star:

• dependence of temperature, gas and electron pressure,                           
density, .... , on the depth in stellar atmosphere                                          
(optical depth, mass or geometrical coordinate)

• No stellar spectrum is produced!

Examples of temperature and electron pressure profiles in stellar 
atmospheres and their dependence on various stellar parameters
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STELLAR MODEL ATMOSPHERES AND LINE SYNTHESIS

(1) HOW TO COMPUTE A STELLAR MODEL ATMOSPHERE?

1D STELLAR MODEL ATMOSPHERES
• 1D hydrostatic – mainstream:

• ATLAS: Kurucz (1970, 1993)
• MARCS: Gustafsson et al. (1975, 2008)
• PHOENIX: Hauschildt et al. (1999)

• Various semi-empirical approaches: 
• 1D Holweger-Muller solar model: Holweger & Müller (1974)
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STELLAR MODEL ATMOSPHERES AND LINE SYNTHESIS

(2) HOW TO COMPUTE A STELLAR SPECTRUM?
Spectrum synthesis tools
• Solves the radiative transfer equation to 

characterise the wavelength-dependent radiative      
field in the given stellar model atmosphere:

• This is how the spectral line profiles are produced!
• Ingredients: 

• Model atmosphere of a given star, chemical 
composition, opacities, equation of state, 
atomic parameters of spectral lines to be 
studied (wavelengths, oscillator strengths), etc.

• Output: stellar spectrum in a selected       
wavelength range

E. Kolomiecas et al.: Abundance of Zr in 47 Tucanae

Table B.3. Abundances of Zr in the three stars common to the GIRAFFE (used in this work) and UVES samples (Thygesen et al. 2014), determined
from Zr I and Zr II lines in the UVES spectra.

ID Te↵ log g ⇠micro A(Zr)I A(Zr)I A(Zr)I A(Zr)I A(Zr)II A(Zr)II A(Zr)II
K km s�1 612.7475 nm 613.4585 nm 614.0535 nm 614.3252 nm 511.2270 nm 535.0089 nm 535.0350 nm

13396 4245 1.34 1.57 2.24 2.18 2.17* 2.16 2.26 2.14 2.23
20885 4359 1.41 1.82 2.16 2.13* 2.12* – 2.18 2.16 2.20
29861 4217 1.32 1.61 2.12* 2.18 – 2.18 2.20 2.15 2.22

Note: Atmospheric parameters used in the abundance analysis were those determined in our study (Sect 2.1). Abundances marked
with the asterisks were determined from the weak and/or noisy lines.

Table B.4. Mean abundances of Fe, Na, and Zr in the three common stars obtained by us from the GIRAFFE and UVES spectra, and those determined
by Thygesen et al. (2014) from the same UVES spectra.

This study Thygesen et al. (2014)
ID Te↵ log g ⇠micro [Fe/H] [Na/Fe] [ZrI/Fe] [ZrI/Fe] [ZrII/Fe] Te↵ log g ⇠micro [Fe/H] [Na/Fe] [ZrI/Fe]

K km s�1 GIRAFFE GIRAFFE GIRAFFE UVES UVES UVES UVES UVES
13396 4245 1.34 1.57 �0.77 0.16 0.36 0.34 0.36 4190 1.45 1.60 �0.83 0.07 0.25
20885 4359 1.41 1.82 �0.74 0.21 0.31 0.27 0.30 4260 1.35 1.90 �0.84 0.11 0.18
29861 4217 1.32 1.61 �0.82 0.28 0.38 0.36 0.39 4160 1.20 1.50 �0.84 0.10 0.23

Note: Abundances obtained by us from the Zr I 614.0460 nm line were not used in the computation of the mean Zr abundances.

Fig. B.8. Differences in the Zr abundances obtained in the target RGB
stars that are common to different observing programmes. In each panel,
the h�i symbol denotes the mean difference between the A(Zr) values
obtained using spectra from the different programmes, � is standard
deviation from h�i.

For the three target RGB stars in 47 Tuc that have been ob-
served both in the GIRAFFE and UVES samples, abundances de-
termined from individual Zr I and Zr II lines in the UVES spectra
agree to 0.06 dex (Table B.3; Fig. B.11). The mean abun-
dances obtained from Zr I lines in the GIRAFFE and UVES spectra
agree even better, with the differences being less than 0.03 dex
(Table B.4, Fig. B.11).

Fig. B.9. Zr II lines in the UVES spectrum of the target star 20885 (dots)
overlaid with the synthetic spectrum (grey solid line) computed using
the ATLAS9 model with Te↵ = 4359 K, log g = 1.41, [Fe/H] = �0.74,
[Zr/Fe] = 0.30 dex, ⇠micro = 1.82 km s�1, ⇠macro = 3.00 km s�1 and solar-
scaled elemental abundances (Grevesse & Sauval 1998). The left panel
shows the vicinity of Zr II 511.2270 nm line, the right panel that of
535.0089 nm and of 535.0350 nm Zr II lines. Other solid lines are syn-
thetic profiles of individual lines, left panel: Zr II 511.2270 nm (red
line), MgH 511.2080 nm (green line), CN 511.2360 nm (blue line); right
panel: Zr II 535.0089 nm and 535.0350 nm (red line), V II 535.0358 nm
(orange line), Tl I 535.0456 nm (cyan line), CN 535.0215 nm (blue line).

On average, abundances that we obtained using Zr I lines in
the UVES spectra are ⇠0.10 dex higher than those determined by
Thygesen et al. (2014, cf. Table B.4, Fig. B.12). Although there
are small differences in the effective temperatures and gravities
used in the two studies, they alone cannot account for more than
⇠0.02 dex of this discrepancy. On average, the microturbulence
velocities obtained by Thygesen et al. (2014) are ⇠0.04 km s�1

lower than those used in our study (Table B.4). This would lead
to Zr abundances that are by ⇠0.1 dex higher than those that
would be obtained with our ⇠micro values. However, the main
difference between the two analyses is that we used an updated
ionisation potential for Zr I, 6.634 eV from Hackett et al. (1986)
instead of the default value of 6.840 eV that is implemented with
the older version of Kurucz package (Sect. 3). This alone would
lead to our Zr abundances being ⇠0.29 dex higher. Thus, the lat-
ter two effects (working in different directions) would be fully

A46, page 15 of 17

Zr II lines, star #20885 in 47 Tuc
Kolomiecas et al. 2022, A&A, 660, A46
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STELLAR MODEL ATMOSPHERES AND LINE SYNTHESIS

(2) HOW TO COMPUTE A STELLAR SPECTRUM?
Spectrum synthesis tools
• Abundances of chemical elements: 

• Strengths of spectral lines depend on the abundance of a 
given chemical element

• By adjusting abundance, one may produce lines of different 
strengths and choose the one that best fits the observed 
profile

• Abundance of the chemical element = abundance          
that was used to compute the best-fitting synthetic              
line profile

• Methods to determine abundances:
• Synthetic spectrum method

E. Kolomiecas et al.: Abundance of Zr in 47 Tucanae

Table B.3. Abundances of Zr in the three stars common to the GIRAFFE (used in this work) and UVES samples (Thygesen et al. 2014), determined
from Zr I and Zr II lines in the UVES spectra.

ID Te↵ log g ⇠micro A(Zr)I A(Zr)I A(Zr)I A(Zr)I A(Zr)II A(Zr)II A(Zr)II
K km s�1 612.7475 nm 613.4585 nm 614.0535 nm 614.3252 nm 511.2270 nm 535.0089 nm 535.0350 nm

13396 4245 1.34 1.57 2.24 2.18 2.17* 2.16 2.26 2.14 2.23
20885 4359 1.41 1.82 2.16 2.13* 2.12* – 2.18 2.16 2.20
29861 4217 1.32 1.61 2.12* 2.18 – 2.18 2.20 2.15 2.22

Note: Atmospheric parameters used in the abundance analysis were those determined in our study (Sect 2.1). Abundances marked
with the asterisks were determined from the weak and/or noisy lines.

Table B.4. Mean abundances of Fe, Na, and Zr in the three common stars obtained by us from the GIRAFFE and UVES spectra, and those determined
by Thygesen et al. (2014) from the same UVES spectra.

This study Thygesen et al. (2014)
ID Te↵ log g ⇠micro [Fe/H] [Na/Fe] [ZrI/Fe] [ZrI/Fe] [ZrII/Fe] Te↵ log g ⇠micro [Fe/H] [Na/Fe] [ZrI/Fe]

K km s�1 GIRAFFE GIRAFFE GIRAFFE UVES UVES UVES UVES UVES
13396 4245 1.34 1.57 �0.77 0.16 0.36 0.34 0.36 4190 1.45 1.60 �0.83 0.07 0.25
20885 4359 1.41 1.82 �0.74 0.21 0.31 0.27 0.30 4260 1.35 1.90 �0.84 0.11 0.18
29861 4217 1.32 1.61 �0.82 0.28 0.38 0.36 0.39 4160 1.20 1.50 �0.84 0.10 0.23

Note: Abundances obtained by us from the Zr I 614.0460 nm line were not used in the computation of the mean Zr abundances.

Fig. B.8. Differences in the Zr abundances obtained in the target RGB
stars that are common to different observing programmes. In each panel,
the h�i symbol denotes the mean difference between the A(Zr) values
obtained using spectra from the different programmes, � is standard
deviation from h�i.

For the three target RGB stars in 47 Tuc that have been ob-
served both in the GIRAFFE and UVES samples, abundances de-
termined from individual Zr I and Zr II lines in the UVES spectra
agree to 0.06 dex (Table B.3; Fig. B.11). The mean abun-
dances obtained from Zr I lines in the GIRAFFE and UVES spectra
agree even better, with the differences being less than 0.03 dex
(Table B.4, Fig. B.11).

Fig. B.9. Zr II lines in the UVES spectrum of the target star 20885 (dots)
overlaid with the synthetic spectrum (grey solid line) computed using
the ATLAS9 model with Te↵ = 4359 K, log g = 1.41, [Fe/H] = �0.74,
[Zr/Fe] = 0.30 dex, ⇠micro = 1.82 km s�1, ⇠macro = 3.00 km s�1 and solar-
scaled elemental abundances (Grevesse & Sauval 1998). The left panel
shows the vicinity of Zr II 511.2270 nm line, the right panel that of
535.0089 nm and of 535.0350 nm Zr II lines. Other solid lines are syn-
thetic profiles of individual lines, left panel: Zr II 511.2270 nm (red
line), MgH 511.2080 nm (green line), CN 511.2360 nm (blue line); right
panel: Zr II 535.0089 nm and 535.0350 nm (red line), V II 535.0358 nm
(orange line), Tl I 535.0456 nm (cyan line), CN 535.0215 nm (blue line).

On average, abundances that we obtained using Zr I lines in
the UVES spectra are ⇠0.10 dex higher than those determined by
Thygesen et al. (2014, cf. Table B.4, Fig. B.12). Although there
are small differences in the effective temperatures and gravities
used in the two studies, they alone cannot account for more than
⇠0.02 dex of this discrepancy. On average, the microturbulence
velocities obtained by Thygesen et al. (2014) are ⇠0.04 km s�1

lower than those used in our study (Table B.4). This would lead
to Zr abundances that are by ⇠0.1 dex higher than those that
would be obtained with our ⇠micro values. However, the main
difference between the two analyses is that we used an updated
ionisation potential for Zr I, 6.634 eV from Hackett et al. (1986)
instead of the default value of 6.840 eV that is implemented with
the older version of Kurucz package (Sect. 3). This alone would
lead to our Zr abundances being ⇠0.29 dex higher. Thus, the lat-
ter two effects (working in different directions) would be fully

A46, page 15 of 17

Zr II lines, star #20885 in 47 Tuc
Kolomiecas et al. 2022, A&A, 660, A46
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STELLAR MODEL ATMOSPHERES AND LINE SYNTHESIS

N2 N1
Determination of abundances of chemical elements in stellar 
atmospheres using the method of curves of growth.

W1

W2

W2

W1

(2) HOW TO COMPUTE A STELLAR SPECTRUM?
Spectrum synthesis tools
• Abundances of chemical elements: 

• Strengths of spectral lines depend on the abundance of a 
given chemical element

• By adjusting abundance, one may produce lines of different 
strengths and choose the one that best fits the observed 
profile

• Abundance of the chemical element = abundance          
that was used to compute the best-fitting synthetic              
line profile

• Methods to determine abundances:
• Synthetic spectrum method
• Equivalent width model
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3D HYDRODYNAMICAL STELLAR MODEL ATMOSPHERES

LIMITATIONS OF 1D HYDROSTATIC MODEL ATMOSPHERES
• 1D dimensional – symmetry and homogeneity in all directions!
• Hydrostatic – nothing moves!
• Convection is parametrized, not modelled!
• BUT – fast and easy to compute; extensive  grids are available 
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3D HYDRODYNAMICAL STELLAR MODEL ATMOSPHERES

LIMITATIONS OF 1D HYDROSTATIC MODEL ATMOSPHERES
• 1D dimensional – symmetry and homogeneity in all directions!
• Hydrostatic – nothing moves!
• Convection is parametrized, not modelled!
• BUT – fast and easy to compute; extensive  grids are available 

Quiet Sun: in the G-band (430 nm, left) and Ca II H band 
(397 nm, right; SOT/HINODE).

??
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3D HYDRODYNAMICAL STELLAR MODEL ATMOSPHERES

BEYOND THE CLASSICAL 1D HYDROSTATIC MODEL ATMOSPHERES
3D hydrodynamical model atmospheres
• Realistic representation of the surface convection
• Tools to compute 3D hydrodynamical models available
• Tools to do 3D spectral line synthesis available

3D HYDRO MODEL ATMOSPHERES
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3D HYDRODYNAMICAL STELLAR MODEL ATMOSPHERES

HOW TO COMPUTE A 3D HYDRODYNAMICAL MODEL ATMOSPHERE?
Assumptions about the physics
• Hydrodynamical equations:

• Equations of the conservation of mass, momentum, energy transfer, etc.: 
system of differential + algebraic equations

• Equation of radiative transfer
• A “simplified” version

• Auxiliary data: 
• Opacities, equation of state (EOS)

• Stellar parameters to characterize the star:
• effective temperature, gravitational acceleration (surface gravity), chemical composition, etc. 

(spherical models: stellar mass)
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3D HYDRODYNAMICAL STELLAR MODEL ATMOSPHERES

HOW TO COMPUTE A 3D HYDRODYNAMICAL MODEL ATMOSPHERE?
Assumptions about the numerics

• Choice of the physical model size – the computational box:
• How big must the computational box be to capture all important effects?
• Example: fine-structure of the Sun: at least a few granules in each horizontal direction

• Discretization:
• Solution of the physical equations on discrete grid locations (or on grid cells)
• Numerical grid: 

• Box in a star? Star in a box?
• How many grid points?

• Etc., etc., etc., …
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3D HYDRODYNAMICAL STELLAR MODEL ATMOSPHERES

HOW TO COMPUTE A 3D HYDRODYNAMICAL MODEL ATMOSPHERE?
Coding, debugging, coding, debugging, …, repeat!
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3D HYDRODYNAMICAL STELLAR MODEL ATMOSPHERES

HOW TO COMPUTE 3D HYDRODYNAMICAL MODEL ATMOSPHERE?

3D HYDRO MODEL ATMOSPHERE: BOX-IN-A-STAR
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3D HYDRODYNAMICAL STELLAR MODEL ATMOSPHERES

HOW TO COMPUTE 3D HYDRODYNAMICAL MODEL ATMOSPHERE?

SELECTED 3D STELLAR MODEL ATMOSPHERE CODES
• CO5BOLD: Freytag et al. 2012, J. Comp. Phys., 231, 919
• Stagger: Magic et al. 2013, A&A, 557, A26
• MURAM: Vögler et al. 2005, A&A, 429, 335
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3D HYDRODYNAMICAL STELLAR MODEL ATMOSPHERES

GRIDS OF 3D HYDRODYNAMICAL MODEL ATMOSPHERES
CO5BOLD 3D MODEL ATMOSPHERE GRID
• Cartesian geometry, box-in-a-star 
• 240x240x240 (xyz) grid points per model
• Teff = 4000 – 6500 K, DTeff = 250 K
• log g = 1.0 – 5.0, Dlog g = 0.5
• [Fe/H] = – 3.0, –2.0, –1.0, 0.0

Klevas et al., in prep.
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3D HYDRODYNAMICAL STELLAR MODEL ATMOSPHERES

GRIDS OF 3D HYDRODYNAMICAL MODEL ATMOSPHERES
STAGGER 3D MODEL ATMOSPHERE GRID
• Cartesian geometry, box-in-a-star 
• 240x240x240 (xyz) grid points per model
• Teff = 4000 – 6500 K, DTeff = 250 K
• log g = 1.5 – 5.0, Dlog g = 0.5
• [Fe/H] = – 4.0 to +0.5, D[Fe/H] = 0.5

Rodrigues Diaz et al. 2024, A&A, 688, A212

Rodríguez Díaz, L. F., et al.: A&A, 688, A212 (2024)

Fig. 5. Status of the new and updated STAGGER-grid, where green indi-
cates the new or updated models, grey the missing or not planned
models, and white the unchanged models from the original grid.

section, some deficiencies were found; namely, multiple model
atmospheres showed signs of non-relaxation and a few were
missing from the grid. Motivated by this and the need for a grid
with more coverage, we have worked on a new version of the
STAGGER-grid with fully converged models.

For the majority of the flawed models, relaxation was
achieved by running the model for several more convective
turnover timescales. Some models required small adjustments
to the bottom boundary internal energy, to obtain an effective
temperature closer to the target value. Wherever possible, miss-
ing models were computed from scratch. Furthermore, we aimed
to refine the grid by adding 32 models in the parameter space
of particular relevance for upcoming space missions such as
PLATO:

– Te↵ = 3500 K, log g = 4.50, [Fe/H] = 0.0
– Te↵ = 4000 K, log g = 4.50, [Fe/H] = 0.0
– Te↵ = 4750 K, log g = 3.25, [Fe/H] = 0.0
– Te↵ = 4750 K, log g = 4.25, all seven metallicities
– Te↵ = 4750 K, log g = 4.75, all seven metallicities
– Te↵ = 5250 K, log g = 4.25, all seven metallicities
– Te↵ = 5250 K, log g = 4.75, all seven metallicities
– Te↵ = 6000 K, log g = 5.00, [Fe/H] = 0.0.

The result of this work is a new extended and refined grid of
3D model atmospheres containing 243 models. Fig. 5 shows an
overview of the new grid, where the new and updated models are
in green (148), missing or not planned models are in grey, and
white represents the unchanged models from the original grid.

The published grid will contain ten snapshots for each model
atmosphere, selected using the procedure defined in Sect. 4.4,
both in their original format and a processed format that is
ready to be used in spectrum synthesis codes. The latter will
be discussed in more detail in Sect. 4. Every snapshot con-
tains information on gas temperature, density, internal energy
and momentum at each grid point, corresponding to 316 MB or
35 MB memory for both formats, respectively. The mesh infor-
mation (size and spacing) are stored in two separate files that
are provided together with the snapshots. In addition, the EOS
is stored in a separate binary file, which can be used to com-
pute additional variables such as the pressure and optical depth
at 500 nm. All snapshots, mesh files and complementary analysis
scripts are accessible from the new STAGGER website4.
4
STAGGER-website: https://3dsim.oca.eu

3.2. Flagging of peculiar models

In this study, we identified peculiar temperature structures in
the outermost layers of both old and new model atmospheres.
Specifically, we observed an outward increase in the geometri-
cally and temporally averaged temperatures of several hundred
kelvin in the optical thin layers (log ⌧500 / �4) of 31 mod-
els. These models are not limited to a certain region of the
Hertzsprung-Russell (HR) diagram and range from solar to
ultra-metal-poor ([Fe/H] = �4.0). Some heating of the upper
atmospheric layers is expected through the energy deposition of
acoustic waves generated at the surface by convective motions.
Combined with the magnetic fields in the Sun, this gives rise
to magneto-acoustic heating of the chromosphere, which is well
studied for the Sun (Carlsson & Stein 1992, 1995; Fawzy et al.
2002; Abbasvand et al. 2020; Murawski et al. 2020; Wójcik
et al. 2020), but which has gotten limited attention in the case
of other stars. For example, Wedemeyer et al. (2017) computed
a vertically extended 3D model atmosphere of a red giant star,
omitting magnetic fields, using CO5BOLD. Their model devel-
oped a highly dynamical chromosphere characterised by acoustic
waves evolving into strong shock fronts, heating the gas up to
5000 K. However, these hot regions were not represented in the
geometrically averaged temperature stratification, which did not
show a significant temperature increase in the chromospheric
layers. We observe similar behaviour in the majority of our mod-
els that extend into higher atmospheric layers (�4 > log ⌧500 '
�10); that is, acoustic waves heating up the gas locally up to
5000–6000 K without a corresponding increase in the mean
temperature stratification.

Regarding the 31 models that do show a significant increase
in the mean temperature profile, further investigation is required
to understand if these layers are a physical or numerical arte-
fact; for example, due to badly constructed opacity binning
tables. Regardless, since these ‘chromospheric’ structures occur
at small optical depths, we expect no significant impact for
most spectroscopic applications such as photospheric line for-
mation. Specifically, for several individual models it was already
seen that these layers do not impact spectral line formation and
hence could be ignored in subsequent abundance analysis (Lagae
et al. 2023). These extremely optically thin layers typically only
impact the cores of the strongest lines. Weak metal lines (key
diagnostics for chemical compositions, as well as for stellar
parameters via excitation and ionisation equilibrium) and the
wings of strong lines (important diagnostics of effective temper-
ature and surface gravity) are unaffected. As such, we proceeded
to release these models in tandem with the rest of the grid with
an added flag (pec_outer) to inform users.

4. Processed snapshots

4.1. Overview

A major hurdle in performing spectrum synthesis in 3D and
non-LTE is the computational cost, both in terms of computing
time and the memory requirement. The cost of such calcula-
tions scales with the size of the model atmosphere NxNyNz times
the number of rays, Nray, the number of frequencies, N⌫, and
the number of iterations, Niter. A simple estimate shows that
the computational time of 3D non-LTE spectrum synthesis is at
least a factor of 105 larger than corresponding 1D non-LTE cal-
culations (Nordlander et al. 2017; Asplund et al. 2021; Lind &
Amarsi 2024). In addition, it is necessary to compute a spectrum
for several snapshots of the hydrodynamic simulation to capture

A212, page 6 of 14
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3D HYDRODYNAMICAL STELLAR MODEL ATMOSPHERES

GRIDS OF 3D HYDRODYNAMICAL MODEL ATMOSPHERES
STAGGER 3D MODEL ATMOSPHERE GRID
• Cartesian geometry, box-in-a-star 
• 240x240x240 (xyz) grid points per model
• Teff = 4000 – 6500 K, DTeff = 250 K
• log g = 1.5 – 5.0, Dlog g = 0.5
• [Fe/H] = – 4.0 to +0.5, D[Fe/H] = 0.5

3D MODEL GRIDS AVAILABLE;                                                                       
HOWEVER, COVERAGE IN                                                                               
STELLAR PARAMETER SPACE                                                                            
IS SPARSE!

Rodrigues Diaz et al. 2024, A&A, 688, A212

Rodríguez Díaz, L. F., et al.: A&A, 688, A212 (2024)

Fig. 5. Status of the new and updated STAGGER-grid, where green indi-
cates the new or updated models, grey the missing or not planned
models, and white the unchanged models from the original grid.

section, some deficiencies were found; namely, multiple model
atmospheres showed signs of non-relaxation and a few were
missing from the grid. Motivated by this and the need for a grid
with more coverage, we have worked on a new version of the
STAGGER-grid with fully converged models.

For the majority of the flawed models, relaxation was
achieved by running the model for several more convective
turnover timescales. Some models required small adjustments
to the bottom boundary internal energy, to obtain an effective
temperature closer to the target value. Wherever possible, miss-
ing models were computed from scratch. Furthermore, we aimed
to refine the grid by adding 32 models in the parameter space
of particular relevance for upcoming space missions such as
PLATO:

– Te↵ = 3500 K, log g = 4.50, [Fe/H] = 0.0
– Te↵ = 4000 K, log g = 4.50, [Fe/H] = 0.0
– Te↵ = 4750 K, log g = 3.25, [Fe/H] = 0.0
– Te↵ = 4750 K, log g = 4.25, all seven metallicities
– Te↵ = 4750 K, log g = 4.75, all seven metallicities
– Te↵ = 5250 K, log g = 4.25, all seven metallicities
– Te↵ = 5250 K, log g = 4.75, all seven metallicities
– Te↵ = 6000 K, log g = 5.00, [Fe/H] = 0.0.

The result of this work is a new extended and refined grid of
3D model atmospheres containing 243 models. Fig. 5 shows an
overview of the new grid, where the new and updated models are
in green (148), missing or not planned models are in grey, and
white represents the unchanged models from the original grid.

The published grid will contain ten snapshots for each model
atmosphere, selected using the procedure defined in Sect. 4.4,
both in their original format and a processed format that is
ready to be used in spectrum synthesis codes. The latter will
be discussed in more detail in Sect. 4. Every snapshot con-
tains information on gas temperature, density, internal energy
and momentum at each grid point, corresponding to 316 MB or
35 MB memory for both formats, respectively. The mesh infor-
mation (size and spacing) are stored in two separate files that
are provided together with the snapshots. In addition, the EOS
is stored in a separate binary file, which can be used to com-
pute additional variables such as the pressure and optical depth
at 500 nm. All snapshots, mesh files and complementary analysis
scripts are accessible from the new STAGGER website4.
4
STAGGER-website: https://3dsim.oca.eu

3.2. Flagging of peculiar models

In this study, we identified peculiar temperature structures in
the outermost layers of both old and new model atmospheres.
Specifically, we observed an outward increase in the geometri-
cally and temporally averaged temperatures of several hundred
kelvin in the optical thin layers (log ⌧500 / �4) of 31 mod-
els. These models are not limited to a certain region of the
Hertzsprung-Russell (HR) diagram and range from solar to
ultra-metal-poor ([Fe/H] = �4.0). Some heating of the upper
atmospheric layers is expected through the energy deposition of
acoustic waves generated at the surface by convective motions.
Combined with the magnetic fields in the Sun, this gives rise
to magneto-acoustic heating of the chromosphere, which is well
studied for the Sun (Carlsson & Stein 1992, 1995; Fawzy et al.
2002; Abbasvand et al. 2020; Murawski et al. 2020; Wójcik
et al. 2020), but which has gotten limited attention in the case
of other stars. For example, Wedemeyer et al. (2017) computed
a vertically extended 3D model atmosphere of a red giant star,
omitting magnetic fields, using CO5BOLD. Their model devel-
oped a highly dynamical chromosphere characterised by acoustic
waves evolving into strong shock fronts, heating the gas up to
5000 K. However, these hot regions were not represented in the
geometrically averaged temperature stratification, which did not
show a significant temperature increase in the chromospheric
layers. We observe similar behaviour in the majority of our mod-
els that extend into higher atmospheric layers (�4 > log ⌧500 '
�10); that is, acoustic waves heating up the gas locally up to
5000–6000 K without a corresponding increase in the mean
temperature stratification.

Regarding the 31 models that do show a significant increase
in the mean temperature profile, further investigation is required
to understand if these layers are a physical or numerical arte-
fact; for example, due to badly constructed opacity binning
tables. Regardless, since these ‘chromospheric’ structures occur
at small optical depths, we expect no significant impact for
most spectroscopic applications such as photospheric line for-
mation. Specifically, for several individual models it was already
seen that these layers do not impact spectral line formation and
hence could be ignored in subsequent abundance analysis (Lagae
et al. 2023). These extremely optically thin layers typically only
impact the cores of the strongest lines. Weak metal lines (key
diagnostics for chemical compositions, as well as for stellar
parameters via excitation and ionisation equilibrium) and the
wings of strong lines (important diagnostics of effective temper-
ature and surface gravity) are unaffected. As such, we proceeded
to release these models in tandem with the rest of the grid with
an added flag (pec_outer) to inform users.

4. Processed snapshots

4.1. Overview

A major hurdle in performing spectrum synthesis in 3D and
non-LTE is the computational cost, both in terms of computing
time and the memory requirement. The cost of such calcula-
tions scales with the size of the model atmosphere NxNyNz times
the number of rays, Nray, the number of frequencies, N⌫, and
the number of iterations, Niter. A simple estimate shows that
the computational time of 3D non-LTE spectrum synthesis is at
least a factor of 105 larger than corresponding 1D non-LTE cal-
culations (Nordlander et al. 2017; Asplund et al. 2021; Lind &
Amarsi 2024). In addition, it is necessary to compute a spectrum
for several snapshots of the hydrodynamic simulation to capture
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3D HYDRODYNAMICAL STELLAR MODEL ATMOSPHERES

3D HYDRODYNAMICAL MODEL ATMOSPHERES: WHY BOTHER??
The influence of non-stationary phenomena on:
• The atmospheric structure

Kolomiecas et al., in prep.

Metal-poor subgiant BD+44493
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3D HYDRODYNAMICAL STELLAR MODEL ATMOSPHERES

3D HYDRODYNAMICAL MODEL ATMOSPHERES: WHY BOTHER??
The influence of non-stationary phenomena on:
• The atmospheric structure
• Spectral line formation properties and line strengths

Kolomiecas et al., in prep.
Metal-poor subgiant BD+44493



07/06/2023 Arūnas Kučinskas, Vilnius University, Lithuania, arunas.kucinskas@tfai.vu.lt 45

3D HYDRODYNAMICAL STELLAR MODEL ATMOSPHERES

3D HYDRODYNAMICAL MODEL ATMOSPHERES: WHY BOTHER??
The influence of non-stationary phenomena on:
• The atmospheric structure
• Spectral line formation properties and line strengths
• Differences between the 3D and 1D abundances

Kolomiecas et al., in prep.
Metal-poor subgiant BD+44493
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3D HYDRODYNAMICAL STELLAR MODEL ATMOSPHERES

3D HYDRODYNAMICAL MODEL ATMOSPHERES: WHY BOTHER??
The influence of non-stationary phenomena on:
• The atmospheric structure
• Spectral line formation properties and line strengths
• Differences between the 3D and 1D abundances

Prakapavicius et al. 2017, A&A, 599, A128
Oxygen abundance from OH lines in the metal-poor giant HD+122563
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3D HYDRODYNAMICAL MODEL ATMOSPHERES: WHY BOTHER??

3D STELLAR MODEL ATMOSPHERES FOR STELLAR SPECTROSCOPY
• PROS:

• Higher physical realism
• Possibility to study non-stationary phenomena
• (Large) differences in the line formation properties in 3D and 1D
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3D HYDRODYNAMICAL STELLAR MODEL ATMOSPHERES

3D HYDRODYNAMICAL MODEL ATMOSPHERES: WHY BOTHER??

3D STELLAR MODEL ATMOSPHERES FOR STELLAR SPECTROSCOPY
• PROS:

• Higher physical realism
• Possibility to study non-stationary phenomena
• (Large) differences in the line formation properties in 3D and 1D

• CONS:
• Computations time consuming
• Model grids are sparse
• Ideally, should be used with NLTE line synthesis – too complex/time-consuming yet
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NLTE SPECTRAL LINE FORMATION

NLTE VERSUS LTE
• Requirement for the local thermodynamic equilibrium LTE assumption to be valid:

• T scale height >> mean free path of the photon!
E.g. the mean free path of the gas particle in the solar photosphere is ~10–4 m; temperature 
scale height 

à LTE assumption applicable!
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NLTE SPECTRAL LINE FORMATION

NLTE VERSUS LTE
• Under the assumption of LTE:

• Particle velocities: Maxwellian distribution

• Level populations of atoms/ions: Boltzmann equation

• Particle number density in different ionization degrees: Saha equation
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NLTE SPECTRAL LINE FORMATION

NLTE VERSUS LTE
• Under the assumption of LTE:

• Particle velocities: Maxwellian distribution

• Level populations of atoms/ions: Boltzmann equation

• Particle number density in different ionization degrees: Saha equation
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Local temperature defines local thermodynamic properties!
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NLTE SPECTRAL LINE FORMATION

NLTE VERSUS LTE
• Real situation in stellar atmospheres:

• Narrow layers of stellar atmosphere are in (local)                                                        
thermodynamic equilibrium, despite the fact that T
varies with depth

• Deviations from LTE in the outer atmospheric layers!

NLTE approach is needed to account for 
deviations from the LTE!
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NLTE SPECTRAL LINE FORMATION

NLTE SPECTRAL SYNTHESIS INSTEAD OF LTE
• Radiative transfer equation, emission and absorption coefficients – as in LTE

Radiative transfer equation
General form of the radiative transfer equation

or

In the presence of emission and absorption:

dIν
ds

= jν −κν Iν
dIν
κνds

= Sν − Iν(3.74) (3.75)

jν
induced    = nup

hν0

4π
BulIνψ(ν )

jν
spontaneous = nup

hν0

4π
Aulψ(ν )
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4e2π 2

mchv0
f lu

Bul =
gup
glow

Blu =
gup
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8e2v0
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abs (ν) = nlow
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Quantum-mechanical computations

Line broadening mechanisms

3.4.3. Spectral line formation in NLTE

How to compute level population numbers??
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NLTE SPECTRAL LINE FORMATION

NLTE SPECTRAL SYNTHESIS INSTEAD OF LTE
• Radiative transfer equation, emission and absorption coefficients – as in LTE
• Level populations of atoms/ions – from statistical equilibrium equation 

where Rij/ji are radiative transitions,                                                                     
Cij/ji – collisional transitions. 

• Particle density ni in level i remains const

i.e., the number of transitions from and                                                                  
to level i are equal

(ni (Rij +Cij )
linijos

! "# $#
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lines                        ionisation lines                         recombination

dni / dt = 0

Additional atomic 
data needed! 
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Figure 3
Grotrian diagram illustrating part of a model atom of Fe i. The energy levels are taken from the Kurucz database and include
experimentally confirmed (blue) and predicted (red) levels. Only transitions with experimentally measured transition probabilities are
shown. Data sources are listed in Lind et al. (2017).

Model atoms usually must have a complete description of the levels of the species under in-
vestigation (neutral or singly ionized), as well as the ground level(s) of the neighboring ionization
stages. Elements with intermediate excitation potentials may require a comprehensive description
of both the neutral and singly ionized species, as they have comparable populations in late-type
stellar atmospheres. A natural maximum for the number of excited levels to include comes from
considering the dissolution of Rydberg levels due to perturbations by charged particles. Where
this becomes significant can be roughly estimated from equation 8.86 ofHubeny&Mihalas (2015)
for the reduction in binding energy, which gives approximately 0.01 eV in the deepest layers of
the atmospheres of warm late-type stars and smaller values in the line-forming regions. In reality,
the levels this close to the ionization threshold have small Boltzmann factors and are not signif-
icantly populated in late-type stars and thus are often omitted. Usually, for the neutral species,
for example, only levels up to some tenths of an electron volt from the ionization threshold are
explicitly included. This is sufficient to allow for collisional coupling to the next ionization stage
(Mashonkina et al. 2011, given the mean electron kinetic energy E = 3

2kBT = 0.75 eV for solar
photospheric conditions).

2.2.2. Radiative transitions. The radiative rates Rij appearing in the equations of statistical
equilibrium (Section 2.3.3) depend on the Einstein coefficients or oscillator strengths for the
bound-bound radiative transitions and the cross sections for the bound-free radiative transitions,
together with the radiation field. NIST ASD contains a critical compilation of experimental and
theoretical data, including accuracy rating of transition probabilities, and is again the usual start-
ing point in the current context. The VALD repository can also be very useful, with a wealth of
experimental and theoretical data compiled from the literature. It can be worth scanning literature

www.annualreviews.org • 3D Non-LTE Abundance Analyses of Late-Type Stars 483

Fe I

Lind & Amarsi 2024, ARAA, 62, 475



07/06/2023 Arūnas Kučinskas, Vilnius University, Lithuania, arunas.kucinskas@tfai.vu.lt 55

3D NLTE LINE FORMATION

3D NLTE SPECTRAL SYNTHESIS: WHY BOTHER?
NLTE–LTE differences in the departure coefficients, bi
ÞSignificant differences between the NLTE and LTE line profiles 
ÞDifferences in NLTE and LTE abundances
Þ3D plays a role, too!

Gallagher, Steffen et al., in prep.

Atomic levels
LTE: Boltzmann equation !!
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EXAMPLE: Ba II model atom
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Ba II 455.4033 nm 3D NLTE line formation in the atmosphere of red giant star
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3D NLTE LINE FORMATION

3D NLTE SPECTRAL SYNTHESIS: WHY BOTHER?

Leibniz-Institut

Purpose and methods
The purpose of this project is to provide the community with a simple tool to
improve the accuracy of standard 1D LTE barium abundance determinations.
Based on a grid of about 100 CO5BOLD 3-dimensional (3D) hydrodynamic
stellar atmosphere models, we performed statistical equilibrium calculations
for an updated barium model atom (Gallagher 2020) using the state-of-the-art
1D non-LTE code MULTI (Carlsson 1986) combined with our MPI wrapper
NLTE15D. Post-processing the results with the spectrum synthesis code
Linfor3D, we derived so-called 3D non-LTE abundance corrections (Δ3D) for
five commonly used Ba II lines. The corrections describe the impact of
deviations of the atomic level populations from local thermodynamic
equilibrium (LTE) in a 3D stellar atmosphere on the Ba II spectral lines.

Example application

This work was supported by the European Union (ChETEC-INFRA, 
project no. 101008324).
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A new grid of 3D non-LTE Barium abundance corrections*
M. Steffen 1, A.J. Gallagher 1, J. Klevas 2,3, A. Kucinskas 2

1 Leibniz-Institute for Astrophysics Potsdam (AIP), Germany  2 Institute of Theoretical Physics and Astronomy (ITPA), Vilnius, Lithuania  
3 Max Planck Institute for Astronomy, Heidelberg, Germany

Fig. 2. For given [Ba/Fe] LTE=0.0, the contour plots show the 1D non-LTE corrections (red), 3D non-
LTE corrections (green) and their difference (blue) in the Teff - log g plane for the Ba II subordinate
line at λ 5853 Å. [M/H] increases from left to right from -3.0 to 0.0 in steps of 1.0. Contour lines
indicate values from 0.2 to 0.2 in steps of 0.05. The largest corrections are found for giants at
[M/H]=1, where 0.15 ≤ Δ1D ≤ 0.0 and +0.15 ≤ Δ3D ≤ +0.30, hence +0.25 ≤ (Δ3D – Δ1D) ≤ +0.40.

Abstract ID #145

Coverage of stellar parameters

Fig. 1. Raw grid of the (logarithmic) 3D non-LTE Ba abundance corrections (Δ3D) in the Teff - log g
plane at metallicity [M/H]=2.0. For each stellar parameter combination, the color code of the 5x5
square indicates the magnitude of the corrections for 5 different Ba II lines obtained at 5 different
Ba abundances [Ba/Fe] (legend at upper left).The exact same grids are available for [M/H]=0.0,
1.0,  2.0, and 3.0. In addition, we have computed the corresponding 1D non-LTE Ba abundance
corrections (Δ1D) using 1D MARCS model atmospheres for exactly the same stellar parameters.

Fig. 3. As Fig. 2, but for the Ba II subordinate line at λ 6496Å. Again, Δ1D is mostly negative, while
Δ3D tends to be positive. Δ1D is negligible at [M/H]=-3, but can reach values of 0.25 dex at solar
metallicity (giants and dwarfs). (Δ3D – Δ1D) is as large as +0.40 dex for giants at [M/H]=1.0.

Corrections across the HRD

We demonstrate in Fig. 4 how the barium abundance derived from a sample
of red giant stars depends on the analysis method. This example indicates
that the more commonly used 1D non-LTE corrections may be misleading.

Direction and magnitude of the corrections depend the stellar parameters Teff,
log g, [M/H], on the barium abundance, and on the atomic transition of the
spectral line under consideration. As illustrated in Figs. 2 and 3, 1D and 3D
non-LTE corrections show little similarity, they may even have different sign.

Fig. 4. Left: Corrections Δ1D (red) and Δ3D (green) as a function of [Fe/H] for a sample of 27 red
giants with 4000 K ≤ Teff ≤ 5000 K, 1.4 ≤ log g ≤ 2.2. Right: Barium abundance [Ba/Fe] that would
be obtained in 1D LTE (black) and 1D non-LTE (red) assuming that the true abundance, as derived
by a 3D non-NLTE analysis, is [Ba/Fe]=0 for all stars (green). Ignoring non-LTE effects leads to an
underestimation of [Ba/Fe] by -0.05 to -0.20 dex, depending on the considered spectral line. For
the 4554 Å line, 1D LTE and 1D non-LTE results are very similar, both showing a spurious trend of
[Ba/Fe] with [Fe/H]. In general, the 1D non-LTE corrections exacerbate the LTE results.

Summary
We provide a grid of 1D and 3D non-LTE corrections for five commonly used
Ba II lines, covering dwarfs and (sub)giants of spectral type FGK at different
metallicity. The complex physics of non-LTE line formation can thus be
accounted for by simply adding these (logarithmic) corrections to the 1D LTE
Ba abundance. The corrections depend on stellar parameters, spectral line
and line strength. We find that 1D and 3D corrections behave rather
differently and often have opposite sign, for reasons yet to be understood.

*) https://www.chetec-infra.eu/3dnlte

Ba 1D/3D NLTE ABUNDANCES IN A SAMPLE OF 27 RED GIANT STARS

Barium abundance [Ba/Fe] that would be obtained in 1D LTE (black) and 1D non-LTE (red) assuming that the true abundance, as derived by a 3D non-NLTE analysis, is 
[Ba/Fe]=0 for all stars (green). Ignoring non-LTE effects leads to an underestimation of [Ba/Fe] by-0.05 to -0.20 dex, depending on the considered spectral line. For the 4554 Å
line, 1D LTE and 1D non-LTE results are very similar, both showing a spurious trend of [Ba/Fe] with [Fe/H]. In general, the 1D non-LTE corrections exacerbate the LTE results.

Gallagher, Steffen et al., in prep.
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A B S T R A C T 
Lithium’s susceptibility to burning in stellar interiors makes it an invaluable tracer for delineating the evolutionary pathways of 
stars, offering insights into the processes go v erning their development. Observationally, the complex Li production and depletion 
mechanisms in stars manifest themselves as Li plateaus, and as Li-enhanced and Li-depleted regions of the HR diagram. The 
Li-dip represents a narrow range in effective temperature close to the main-sequence turn-off, where stars have slightly super- 
solar masses and strongly depleted Li. To study the modification of Li through stellar evolution, we measure 3D non-local 
thermodynamic equilibrium (NLTE) Li abundance for 581 149 stars released in GALAH DR3. We describe a no v el method that 
fits the observed spectra using a combination of 3D NLTE Li line profiles with blending metal-line strength that are optimized 
on a star-by-star basis. Furthermore, realistic errors are determined by a Monte Carlo nested sampling algorithm which samples 
the posterior distribution of the fitted spectral parameters. The method is validated by reco v ering parameters from a synthetic 
spectrum and comparing to 26 stars in the Hypatia catalogue. We find 228 613 Li detections, and 352 536 Li upper limits. Our 
abundance measurements are generally lower than GALAH DR3, with a mean difference of 0.23 de x. F or the first time, we trace 
the evolution of Li-dip stars beyond the main sequence turn-off and up the subgiant branch. This is the first 3D NLTE analysis 
of Li applied to a large spectroscopic surv e y, and opens up a new era of precision analysis of abundances for large surv e ys. 
Key words: stars: abundances – techniques: spectroscopic – stars: late-type. 

1  I N T RO D U C T I O N  
The chemical history of the Milky Way is encapsulated by its 
stars, where FGK-type stars act as fossils due to their long lifetime 
and conv ectiv e surface which, to first approximation, retains the 
abundances they were born with (Jofr ́e, Heiter & Soubiran 2019 ). 
Lithium is the heaviest element formed in Big Bang nucleosynthesis 
(BBN); therefore, stellar Li abundances (A(Li) 1 ) can be used to 
determine the amount of Li initially produced in BBN (Cyburt 
et al. 2016 ). Old, main-sequence turn-off (MSTO) dwarf stars have 
been found to exhibit the same Li abundance o v er a range of 
metallicities, which is a phenomenon known as the Spite plateau 
(Spite & Spite 1982 ). The Spite plateau abundance of Li, at A(Li) 
⋆ E-mail: ellawang@mso.anu.edu.au 
1 We use the customary abundance notation where A(Li) ≡ log (N X / N H) + 
12 and [X/Y] ≡ ( A (X) − A (Y)) − ( A (X) − A (Y)) ⊙, with N X representing the 
number density of element ‘X’. 

≈2.2 dex (Bonifacio & Molaro 1997 ; Ryan, Norris & Beers 1999 ; 
Asplund et al. 2006 ; Mel ́endez et al. 2010 ; Sbordone et al. 2010 ) 
is a factor of 3 lower than the 2.75 dex predicted by BBN (Pitrou 
et al. 2018 ); this inconsistency is referred to as the cosmological Li 
problem (Fields 2011 ). This difference is likely due to gravitational 
settling and turbulent mixing in stars depleting and depositing Li 
below the conv ectiv e surface (Richard, Michaud & Richer 2005 ; 
Korn et al. 2007 ). Through the cosmological Li problem, Li links 
BBN and stellar evolution. 

Lithium is used to probe stellar evolution because it is fragile, burn- 
ing at temperatures abo v e 2.5 MK (Basri, Marc y & Graham 1996 ; 
Chabrier, Baraffe & Plez 1996 ; Bildsten et al. 1997 ; Ushomirsky 
et al. 1998 ). Li depletes when a star undergoes the first dredge- 
up due to the deepening of the conv ectiv e env elope evolving from 
the main sequence onto the red giant branch (RGB). Li is further 
sharply depleted at the RGB bump (Lind et al. 2009b ). Due to 
these two depletion events, metal-poor giants also form a plateau 
(Mucciarelli, Salaris & Bonifacio 2012 ; Mucciarelli et al. 2014 , 
2022 ), similar to the Spite plateau. The Li-dip is a depletion of Li 

© 2024 The Author(s). 
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A B S T R A C T 
Lithium’s susceptibility to burning in stellar interiors makes it an invaluable tracer for delineating the evolutionary pathways of 
stars, offering insights into the processes go v erning their development. Observationally, the complex Li production and depletion 
mechanisms in stars manifest themselves as Li plateaus, and as Li-enhanced and Li-depleted regions of the HR diagram. The 
Li-dip represents a narrow range in effective temperature close to the main-sequence turn-off, where stars have slightly super- 
solar masses and strongly depleted Li. To study the modification of Li through stellar evolution, we measure 3D non-local 
thermodynamic equilibrium (NLTE) Li abundance for 581 149 stars released in GALAH DR3. We describe a no v el method that 
fits the observed spectra using a combination of 3D NLTE Li line profiles with blending metal-line strength that are optimized 
on a star-by-star basis. Furthermore, realistic errors are determined by a Monte Carlo nested sampling algorithm which samples 
the posterior distribution of the fitted spectral parameters. The method is validated by reco v ering parameters from a synthetic 
spectrum and comparing to 26 stars in the Hypatia catalogue. We find 228 613 Li detections, and 352 536 Li upper limits. Our 
abundance measurements are generally lower than GALAH DR3, with a mean difference of 0.23 de x. F or the first time, we trace 
the evolution of Li-dip stars beyond the main sequence turn-off and up the subgiant branch. This is the first 3D NLTE analysis 
of Li applied to a large spectroscopic surv e y, and opens up a new era of precision analysis of abundances for large surv e ys. 
Key words: stars: abundances – techniques: spectroscopic – stars: late-type. 

1  I N T RO D U C T I O N  
The chemical history of the Milky Way is encapsulated by its 
stars, where FGK-type stars act as fossils due to their long lifetime 
and conv ectiv e surface which, to first approximation, retains the 
abundances they were born with (Jofr ́e, Heiter & Soubiran 2019 ). 
Lithium is the heaviest element formed in Big Bang nucleosynthesis 
(BBN); therefore, stellar Li abundances (A(Li) 1 ) can be used to 
determine the amount of Li initially produced in BBN (Cyburt 
et al. 2016 ). Old, main-sequence turn-off (MSTO) dwarf stars have 
been found to exhibit the same Li abundance o v er a range of 
metallicities, which is a phenomenon known as the Spite plateau 
(Spite & Spite 1982 ). The Spite plateau abundance of Li, at A(Li) 
⋆ E-mail: ellawang@mso.anu.edu.au 
1 We use the customary abundance notation where A(Li) ≡ log (N X / N H) + 
12 and [X/Y] ≡ ( A (X) − A (Y)) − ( A (X) − A (Y)) ⊙, with N X representing the 
number density of element ‘X’. 

≈2.2 dex (Bonifacio & Molaro 1997 ; Ryan, Norris & Beers 1999 ; 
Asplund et al. 2006 ; Mel ́endez et al. 2010 ; Sbordone et al. 2010 ) 
is a factor of 3 lower than the 2.75 dex predicted by BBN (Pitrou 
et al. 2018 ); this inconsistency is referred to as the cosmological Li 
problem (Fields 2011 ). This difference is likely due to gravitational 
settling and turbulent mixing in stars depleting and depositing Li 
below the conv ectiv e surface (Richard, Michaud & Richer 2005 ; 
Korn et al. 2007 ). Through the cosmological Li problem, Li links 
BBN and stellar evolution. 

Lithium is used to probe stellar evolution because it is fragile, burn- 
ing at temperatures abo v e 2.5 MK (Basri, Marc y & Graham 1996 ; 
Chabrier, Baraffe & Plez 1996 ; Bildsten et al. 1997 ; Ushomirsky 
et al. 1998 ). Li depletes when a star undergoes the first dredge- 
up due to the deepening of the conv ectiv e env elope evolving from 
the main sequence onto the red giant branch (RGB). Li is further 
sharply depleted at the RGB bump (Lind et al. 2009b ). Due to 
these two depletion events, metal-poor giants also form a plateau 
(Mucciarelli, Salaris & Bonifacio 2012 ; Mucciarelli et al. 2014 , 
2022 ), similar to the Spite plateau. The Li-dip is a depletion of Li 
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Figure 5. The distribution of 3D NLTE A(Li) detections (left) and upper limits (right) against [Fe/H]. There is an o v erdensity of warm and cool dwarfs, 
labelled as ovals. The cool plateau (also known as Spite plateau) and the metal-poor giant plateau are also labelled. There is also an o v erdensity of stars with 
non-detections in a similar location to the cool dwarfs with detections. A large number of metal-poor giants have upper limits at similar abundances to the 
metal-poor giant plateau. 

Figure 6. Mean EW (left) and median EW (right) binned in T eff and log(g) for all stars in our sample, including non-detections. Both the mean and the median 
show stars with a higher Li EW in the MSTO at T eff ≈ 6000 K and log(g) ≈ 4.5, extending up the subgiant branch to T eff ≈ 5700 K and log(g) ≈ 4. Li-dip stars 
are hotter with lower Li EW at T eff ≈ 6500 K and log(g) ≈ 4.2, also extending up the subgiant branch. Li then increases in even hotter stars at T eff ≈ 7000 K 
and log(g) ≈ 4, ho we ver the Li EW does not reach as high as before the Li-dip. The mean can be lower than the median for rapid rotators at T eff ≈ 7500 K; and 
the mean tends to be higher than the median for giant stars, likely due to the influence of Li-rich stars. 
Kawaler & Demarque 1990 ; Deliyannis & Pinsonneault 1997 ), and 
mass-loss (Schramm, Steigman & Dearborn 1990 ) being possible 
explanations. The Li-dip has been seen before in GALAH data (Gao 
et al. 2020 ), but this is the first time that a population of stars that 
ha ve ev olved onward from the Li-dip has been seen. Li is detected 
again for warm dwarfs hotter than the Li-dip, ho we ver the Li EW in 
stars hotter than the Li-dip is lower than for stars cooler than the dip. 
For stars hotter than the Li-dip, the mean is sometimes ne gativ e and 
lower than the median indicating that Li is not detected in a small 
number of stars, likely rapid rotators. The Li EW is weaker in giants 
compared to the MSTO, ho we ver, there are some scattered bins with 
a higher EW in the mean which are not present in the median. This 

feature is due to Li rich giants, which bring up the mean significantly. 
The red clump is visible in the mean Li EWs at T eff ≈ 4700 K and 
log(g) ≈ 2.5 dex, indicating that there are a higher proportion of Li 
rich red clump stars compared to Li rich RGB stars. Ho we ver, the 
median Li EW in the giant branch is low, indicating that neither 
population has significant Li retained. 

We probe how the mean error in Li EW varies across T eff and 
log(g) in Fig. 7 . There is a sudden increase in Li EW error at 
T eff abo v e 6500 K, with some extremely high Li EW error bins 
scattered all throughout this high T eff MSTO region. This feature 
is due to rapid rotators, which have increased line-blending due to 
high-rotational broadening, thus making the line harder to measure 
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3D NLTE SPECTRAL SYNTHESIS: WHY BOTHER?

3D NLTE ABUNDANCE ANALYSIS
• Higher physical realism – but still, many simplifying assumptions
• Abundance corrections can be 
• Generally, impossible to approximate with 1D NLTE or 3D LTE
• Computations of 3D NLTE abundance corrections extremely time-consuming
• BUT: grids of 3D NLTE abundance corrections becoming available



07/06/2023 Arūnas Kučinskas, Vilnius University, Lithuania, arunas.kucinskas@tfai.vu.lt 62

CONCLUSIONS AND FINAL TAKEAWAYS

YOUR STRATEGY FOR DOING SPECTROSCOPIC STUDIES OF STARS
• A variety of tools available, differing in physical realism, assumptions, etc.
• Determine the most optimal tools to achieve your goals

• Observations: which telescopes/spectrographs, spectral, ranges, resolution, etc.
• Analysis: 1D versus 3D, LTE versus NLTE

• Identify colleagues you could team up with; one can not be an expert in 
everything

• Have a critical look at the tools available (and the team!) versus your goals (and 
vice versa); the world runs on compromises!

• Take a critical look at the results; any tools/techniques have limitations! Never 
overinterpret!
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