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What is Autonomy?
Definition

Autonomous System:

System that can change its behaviour
In response to unanticipated events
during operation.

www.desy.de
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automation system has full automatic fault and ' of
control in these situations, deviation correctionand hiations & i
humans supervise actions. avoidance. S m' 'm',ml e rel IM
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T. Gamer et. al., “The autonomous industrial plant -future ofprocess engineering, operations and maintenance,” 12th IFAC
Symposium DYCOPS, vol. 52, no. 1, pp. 454-460, 2019.
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Autonomous Accelerator
Why?

What are the challenges?

Assist researchers in repetitive or dangerous work

= Increase availability:
= reducing time for
Start-up’ tunlng and 4000 1648 2496} 1656 936 :mmg' !
. ® Commissioning
d own 'tl me 2000 I I Development
. Prevent down_time ’ 2017 2018 2019 2020 2021 o
and reduce failures Figure: W. Decking, XFEL availability

Scheduled Down
8000

Push the limits of operability of the facilities:
= Performance

= Flexibility

= Availability

Allow operation also in critical situations (like in the
current pandemic)

Particle accelerators:

= Largely distributed

= Various types of systems

= Strongly coupled subsystems

= Highly nonlinear processes

= High dimensionality

= High data intensity

= Hardly any long-term data available
= Heterogeneous signals

= Limited access to key observables

R RRRREiSiSSEBEEBpD_2mmeeewymwww" vetmvo120=.



Levels of Autonomy
What is the current status?

Examples

Current
status
*  Optimization
procedures
Automatic fault
handling of known
faults (state Future

machine) goal

Level depends on the kind of facility (research/user facility),
different for different components




Project Idea
Exploit artificial intelligence as an enabler for autonomy

Apply reinforcement learning (RL) to accelerator operation Helmholtz Al project details
(have shown capability in different work [1-7]) *  Collaboration between KIT &
DESY

RL: machine learning algorithm  2years

Agent interacts with environment * Reseir\ CRhEgc(IEI;t[IEeSS\:()

Receives reward >|‘ Agent I . FLUTE (KIT)

Observes the " ; iy

state ¢
state S, r}swar :Ctlon Today: Automated
. 4 1 f . d t .
Takes action Y focusing and positioning b |
- Plan ahead D L ‘ ‘ Sopember 2022
. . . ) shaping of the

TranSferabi”ty Sutton: Reinforcement Learning, an introduction May 2020 bunch profile

Possible with two similar research facilities in the project
How much facility-specific adaption will be necessary?

‘b
Enabled by standardized interfaces and simulation Distant uture:
) utomated start-up and shut-down
environments




FaC I I I tl eS Final electron energy [Me] 40-50 100-155

F L U T E Electron bunch charge [pC] 1-3000 0.5-30
[M. Nasse, et. al., “First electron beam at the linear accelerator FLUTE at KIT,” in IPAC 2019, 2019] Electron bunch length [fs] 1-300 0.2-10
Pulse repetition rate [Hz] 1-10 10-50
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AR ES [E. Panofski, et. al., “Status Report of the SINBAD-ARES RF Photoinjector and LINAC Commissioning,” in IPAC, 2019]
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Beam Focusing
First proof of concept

Task
Position and focus the electron beam

on a diagnostic screen in the ARES .

Experimental Area

Motivation @

Recurring problem from ARES
operation.

Similar setup at FLUTE

Simple enough to still understand what
agent does, yet complex enough to be
interesting.

change in magnet values

» desired and current

beam parameters
current magnet values

A

Operator
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Control Room Application

1.Change magnet settings (optional)

SINBAD.MAGNETS/MAGNET.ML/AREAMQZM1/STRENGTH

2.Choose desired beam parameters
M= - LY==
Apy' = 0.005 mm Ap_y' = 0.005 mm
Kx' =0.000 mm p_y'=0.000 mm
3.Setup the RL run

Agent Bayesian Optimisation

4.Run beam parameter optimisation

us Beam Positioning and Fo

measure beam
Ox=- o_y=-
Aoy' = 0.005 mm

Ao _y'=0.005 mm
ox' =0.010 mm

o_y'=0.010 mm

Experiment name

Start Agent
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Thanks for listening!
Thanks to the whole project team!

Today: Automated
focusing and positioning \/

of the beam September 2022:
Automated shaping
’* * of the bunch profile
May 2020

Distant future:
Automated start-up and shut-down
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