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https://www.coe.int/en/web/european-commission-against-racism-and-
intolerance/hate-speech-and-violence

„Hate speech covers many forms of 
expressions which advocate, incite, 
promote or justify hatred, violence and 
discrimination against a person or group of 
persons for a variety of reasons.

It poses grave dangers for the cohesion of 
a democratic society, the protection of 
human rights and the rule of law. If left 
unaddressed, it can lead to acts of 
violence and conflict on a wider scale. In 
this sense hate speech is an extreme form 
of intolerance which contributes to hate 
crime.“
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https://hateaid.org/hatespeech/

„Hate speech is a generic term for group-related 
misanthropy expressed verbally or in writing. This 
includes racism, sexism and anti-Semitism. Hate 
speech includes insults, calls for violence, threats and 
other statements, regardless of whether they are 
punishable by law or not. However, the term hate 
speech is not clearly defined and is sometimes also used 
to refer to general hate on the internet. “
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Beauchamp / Childress 82019
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Social Media
Social media can encourage the radicalization of opinions
and lead to rapid and often uncontrolled dissemination.

The source of hate speech is always a person who is
responsible for their actions.

Possible countermeasures include monitoring social media, 
deleting posts and sanctioning authors and platform
operators (see Network Enforcement Act).

There is a risk of censorship.

Large Language Models
Large language models generate text on the basis of very
large amounts of data and can reproduce the distortions
contained therein.

The origin of hate speech is an algorithm that generates
text in an untraceable way.

Possible countermeasures include the monitoring of LLMs, 
their manual correction and the sanctioning of providers
and users (see AI Act).

There is a risk of innovation being hindered.
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https://transparencyreport.google.com/

Hate speech and offensive 
content 2,3% 

Automatically removed > 95 % 
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https://spectrum.ieee.org/ai-versus-online-hate-speech
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AI-BASED APPROACHES FOR SOCAIL MEDIA
https://www.economist.com/the-economist-explains/2023/04/20/why-winnie-the-pooh-makes-xi-jinping-uncomfortable
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https://sur.conectas.org/en/artificial-intelligence-and-online-hate-speech-
moderation/ „First and foremost, it must be underlined that, as noted 

by Llanso,52 the above issues cannot be tackled with 
more sophisticated AI. Moreover, as noted by Perel and 
Elink-Koren, ‚the process of translating legal mandates 
into code inevitably embodies particular choices as to 
how the law is interpreted, which may be affected by a 
variety of extrajudicial considerations, including the 
conscious and unconscious professional assumptions of 
program developers, as well as various private business 
incentives.‘ Whilst automated mechanisms can assist 
human moderators by picking up on potentially hateful 
speech, they should not be solely responsible for 
removing hate speech. Biased training data sets, the lack 
of relevant data and the lack of conceptualization of 
context and nuance can lead to wrong decisions, which 
can have dire effects on the ability of minority groups to 
function equally in the online sphere.“
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https://time.com/6247678/openai-chatgpt-kenya-workers/ „The premise was simple: feed an AI with 
labeled examples of violence, hate speech, and 
sexual abuse, and that tool could learn to detect 
those forms of toxicity in the wild. That detector 
would be built into ChatGPT to check whether it 
was echoing the toxicity of its training data, and 
filter it out before it ever reached the user. It 
could also help scrub toxic text from the training 
datasets of future AI models.

To get those labels, OpenAI sent tens of 
thousands of snippets of text to an outsourcing 
firm in Kenya, beginning in November 2021. 
Much of that text appeared to have been pulled 
from the darkest recesses of the internet.“
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https://techcrunch.com/2023/04/12/researchers-discover-a-way-to-make-chatgpt-
consistently-toxic/

§ Manual "cleansing" cannot prevent LLMs from
being used as tools for immoral purposes. 

§ In addition to the toxic distortions that are
contained in the training data and that have to
be laboriously removed manually, there is a 
toxicity of the application that can hardly be
prevented.

§ Powerful tools can cause great damage.
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§ Freedom of speech is a central ethical principle and 
enjoys a high level of protection in democratic states.

§ The integrity of the person is an equally central ethical 
principle and enjoys a similarly high level of protection.

§ In case of conflicting principles, well-founded trade-offs 
must be found, which often requires case-by-case 
assessments.

§ Technological solutions can help to detect problematic 
cases, but they cannot weigh up ethical 
considerations. 

§ Fundamental rights are linked to the ability to take 
responsibility for one's own actions.

§ Anyone who uses violence against others must be 
held accountable.

§ Whether a statement is still covered by freedom of 
expression or should count as an act of violence is 
open to debate.

§ Technology-based solutions are needed for support. 
However, full automatization is problematic.

§ The fight against hate speech must be embedded in 
programs for strengthening democracy and media 
literacy.
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Thank you for
your attention!

Bert Heinrichs

b.heinrichs@fz-juelich.de


